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Preface

This research investigates the use of Fourier transforms as a means for developing an

optical reader. The approach is to treat whole words or entire numbers as single symbols.

Instead of segmenting a word into its individual characters, the whole image of a word is

treated as a. single symbol. Where as segmenting a word into characters requires only a

vocabulary of the letters a-z and A-Z, recognition of words as single symbols requires a

vocabulary of thousands of words. The advantage though is segmenting words has proven

to be fruitless, especially with the advance of the laser printer, and segmenting between the

words in a sentence is a task which has been solved. Therefore, a reading machine that

can distinguish whole words and that has a large enough vocabulary will make a superior

optical reader to what is currently available.

This PhD program has been the greatest learning experience for me, mentally and

spiritually. Mentally, it was challenging and stimulating to investigate and explore new

thoughts and concepts. Spiritually, it gave me an insight to just how much I don't know

and how omniscient God really is. So many times when I hit a wall in my research I cried

out to God for an answer and every time He carried me through. When it was not within

me to pass a test or solve a new problem, God gave me the wisdom. If having outside

help is cheating, then I cheated the entire program by the help of Jesus Christ. I stood

daily upon the scripture: "If any of you lacks wisdom, he should ask of God, who gives

generously to all without finding fault, and it will be given to him." [James 1:6, NIV]

First a special thanks to my advisor Dr. Kabrisky who defended my qualifications for

entrance into the program and who gave my research the needed adjustments to maintain

a proper focus of my desired goals. Eventhough he originally insisted my concept of

identifying words as wholes would never work, he still supported my effort: and gave me

the opportunity to try. To Amy Krafcik and Walt Jurek my editors and friends, thanks

for helping me deliver a quality product. Also to Ron Eddy and Anthony Schoolel, thanks

for keCeping the computers running and for your software epertisc. To my wife Beth who

provided about 90% of my motivation to keep working and t- always do my bst, I say;

we finished. But most of all, I've learned from this program that a degree, or knowledge,

iii



or wealth, or whatever seems desirable is usually temporal. One's priorities should always

be towards something that is everlasting; Jesus Christ. "But seek first His kingdom and

His righteousness, and all these things will be given to you as well." [Matt 6:33, NIV]

Mark Allen O'Hair
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Abstract

The Fourier transform is investigated as a means for developing an optical reader ca-

pable of reading a large vocabulary without segmenting the image of a word into individual

characters. The reader is capable of reading printed and cursive font styles, is scale invari-

ant, and is substantially insensitive to noise. The image of a particular word is treated

as a single symbol; the two dimensional low frequency Fourier coefficients (assuming n

coefficients are calculated) define the word's location on an n dimensional hypersphere of

unit radius. The distance between individual locations (words) categorizes similar and dis-

similar words. The smaller the distance, the more similar two images are. Multiple images

of a word using various font styles form a unique cluster on the surface of the hypersphere.

The distance between clusters (different words) is greater than the distance across a cluster

(same word in different font styles). Therefore, by using the centroid of these clusters to

build a library of words, input or test words match to the nearest cluster centroid using a

minimum distance calculation. This algorithm is capable of correctly recognizin at least

5000 words using 24 various font styles (120,000 individual images).



A WHOLE WORD AND NUMBER READING MACHINE

BASED ON TWO DIMENSIONAL LOW FREQUENCY

FOURIER TRANSFORMS

I. Introduction

The objective of this research was to investigate the use of the Fourier Transform as

a means for developing an optical reader that is scale invariant and not limited by font

shapes or spacing. With the development of laser printers, the evenly spaced text from

the standard typewriter or daisy wheel printer becomes a thing of the past. Text is now

more italicized, ornate, and varied in letter spacing. Now, these three characteristics have

become a stumbling block to present day optical character readers (OCR's). The OCR

depends upon segmenting a word into letters and then reconstructing the entire word. But

what if segmenting a word into individual letters is not required? The boundaries which

exist between words and lines are quite apparent but between individual letters they are

not.

Under these circumstances an optical reader independent of letter segmentation could

read almost any text as long as it has an appropriate template. This includes italicized

and even possibly script (cursive) fonts. What seems impossible on a computer is being

done within the human brain as one reads the text in Figure 1.

With the vast difference in hand writing, the above text is still discernable. This

process of identifying text is hypothesized by the Gestalt Theory. It theorizes how the

brain identifies the numerous font types or objects based on associations with partial or

similar learned images. No two the's are exactly shaped the same. Yet how difficult was it

to read the last the? The brain has stored a vast quant it y of different the 's, yet as long as

the font type is not too strange, it is read. Association is not dependent on segmenting the

letters within a word, except when the words are unfamiliar or very long, but the image

of a word is treated as a single symbol. Consequently, laser printing italic or script font is
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easy for the brain to decipher but almost impossible for an OCR, However, a gestalt based

reader solves this dilemma.

My Masters' thesis (13) explored an approach to recogniziag text as whole words

without letter segmentation. In my research, I used 200 capital words with fixed letter

spacing and some variation in font style. The thesis conclusions reveal that Fourier Trans-

forms can model the gestalt of whole words, but it did not answer the question: is a working

vocabulary with many various font styles possible? The thesis was quite successful as a test

case for identifying whole words, but it was very limited in scope. A working vocabulary

needs to be much larger and include lower case letters. Font variation increases greatly

with the use of lower case, which adds to the complexity of the problem.

The system proposed above digitizes the image of a letter or word and forms the two

dimensional Discrete Fourier Transform (2DFT). The coefficients from this transform are

then used to categorize the original image. The smaller the difference there is in coefficient

values the higher the correlation to similar looking input images.

The scope of this investigation is to use the lower harmonics of the 2DFT as a feature

set in which to categorize digital images of words. A wide variance in letter spacing, along

with print, italic and script font styles, which provide a variety in shapes, combine into

a large vocabulary. Using this vocabulary, this research determines whether or not a

reading machine can be based on low order Fourier Transforms. Therefore, this research

has developed an algorithm for a reading machine which is:

1. capable of reading a large vocabulary of words and numbers without having to seg-
ment the individual characters; therefore, it will identify text as whole words or
complete numbers.

2. capable of reading printed and cursive font styles.

3. scale invariant and substantially insensitive to noise.

3



1H. Background

This portion will include the psychology of reading, the Fourier transformation used

to model the gestalt theory, and my masters thesis. The first discussion centers on the

psychology behind reading.

2.1 Physical parts

In modeling the reading process, it is important to overview the physical components

of the system. Light focused on the human retina generates electrical signals that code

the pattern content. The signals, in the form of pulses, transmit along the optical nerve to

the thalamus so that a topological mapping of the viewed image exists both at the lateral

geniculate in the thalamus and subsequently at the visual input cortex. The original image

and the image presented at the visual input cortex maintains a homeomorphic (one-to-one

correspondance) relationship. See Figure 2 for a drawing of the human visual system. But

from this point, mapping is lost by the vast interconnectivity between the input cortex

and the visual association cortex. It is postulated, that at this point, what is commonly

known as the gestalt process probably occurs. (12:260) The interconnections between the

visual input cortex and the visual association cortex provide a mechanism through which

an image is associated with a similarly stored or learned pattern.

2.2 Gestalt

The gestalt theory was originally developed in Germany to articulate what is known

today as the interactions between the visual input cortex and the visual association cor-

tex. It attempts to explain how one recognizes the world around him based on associations

with what he has previously seen. "In German the word gestalt may be used as a syn-

onym for form, or perhaps shape. In gestalt theorie the word gestalt means any segregated

whole." (9:192) The theory, first proposed in Germany about a century ago, describes

how images are recognized by categorizing or segmenting them into individual parts and

then reinforcing or inhibiting their association with memorized patterns. Recognition is

not necessarily based on a single simple association but on a countless number of associ-

4
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Figure 2. The Human Visual System
(5:626)

ations. (8:1128) All of this is theorized to occur in the vast interconnections within the

brain. Other than image content, many other factors affect what the brain perceives, note

Figure 3.

"The number 4 is certainly well known, but without prior instructions or warning,

only a few people would include it in the. -description of Figure 3. Now look at Figure 4 and

the 4 would probably be included :n most persons' description of the figure. Why, then, is

it seen now? Because the relation between the added lines and the geometrical parts of the

4 are not such that these parts are absorbed in the formation of the wholes." (9:209) The

brain is continually segmenting an image into parts that then are considered as wholes.

Therefore, the way in which an image is perceived is based on how the image is segmented.

This continual segmenting into wholes occurs everytime one looks at an image. De-

pending on what prior instructions one is given, (ie. reading, looking for one's keys, etc.)

he associates the segments with memorized patterns (there's a 4, here's the keys, etc.). So

when reading, it is theorized the brain preprocesses what it sees with a predefined list of

acceptable symbols or segments. Therefore, for reading, gestalt is how one associates text

to what is stored in the memory based on similar shapes. To understand how one might

model this association, one should look closely at the reading process itself. (9:3)

5



Figure 3. The Hidden Four
(9:200)

Figure 4. The Obvious Four
(9:210)
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2.3 Reading Process

The first question should be: What is .,Lding? Some might believe reading is simply

seeing what is printed on a page, but reading also includes comprehension, creative thought,

and auditory sounds. Words are merely symbols which serve to recall a particular meaning

or idea. There is no physical relationship between the word lion and the actual animal,

yet the image of the word is used as a symbol to represent a physical object. What about

the word very? It is not a tangible object yet it is a symbol used to convey a meaning and

develop comprehension. How the brain associates a symbol to previously known symbols is

considered recognition for this discussion. How the brain relates these symbols after they

are recognized is considered comprehension. It is important to note that the two are not

mutually exclusive in the brain. They both provide recursive information to one another

during reading.

Tinker theorizes that the simple mechanics of reading begins with breaking down

sentences into specific windows. The eye moves along a string of words making frequent

stops or fixation pauses. The actual reading or recognition process occurs at the pauses.

These pauses on the average are about 250ms. (16:12) Figure 5 is an example of this.

Figure 5a is the eye movements of a good adult reader and Figure 5b is the eye movements

of a poor adult reader. Between pauses no recognition occurs. The eyes are continually

fixating, sweeping, fixating, sweeping.

During the fixation phase a person perceives a word or phrase. Research shows that

the perceptual span for adults is 3 to 4 unrelated letters during this phase. When letters are

grouped in the form of nonsense syllables (combination of letters that can be pronounced

but which do not make a meaningful word, as bak or snerk), the perceptual span increases

to about 7 letters. As the meaning becomes clearer, the perceptual span increases. (16:14)

In 1898, R. Doge and B. Erdmann proposed and supported the view that proficient

readers perceive printod material in either units, whole words, or entire phrases. Their

results showed test subjects "recognized words that were printed in type too small for

individual letters to be identified; too far in peripheral for recognition of their compo-

nent letters; and exposed beyond the distance at which individual letters could be recog-

7
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Figure 5. Location of Fixation Pauses
(16:61)

nized." (16:15) As a result, "the arrangement, the total form, is the main thing, whether

in the recognition of letters, numbers, words, of objects of whatever sort". (16:15)

In a later test by Koffka, "a word of 25 letters tachistoscopically exposed letters (i.e.,

flashed briefly on a screen) can be seen clearly and distinctly in all its parts, ... whereas with

25 unconnected letters at ' st a small fraction will be perceived." (7:592) Tinker therefore

concludes, "the fact that Lturing - -eading fixation pause a person may at times read in

a sentence words containing 20 to 30 letters with a typical average of 8 to 10 letters, but

can perceive only 3 to 4 unrelated letters, suggests that in reading, perception must take

place by some means other than the recognition of individual letter after letter." (16:14)

When unfamiliar words appear, the brain can only perceive them by a process of

analysis. This process involves limiting the window, or number of letters to be perceived,

by breaking the word into small components. The amount of analysis depends on the

degree of unfamiliarity. Words previously recognized by the brain may have a wide range

of familiarity. Familiarity increases with each reoccurrence of the word. Therefore, the

mechanics of reading is to portion the input into segmented wholes for further processing.

Next one must look at the components of reading. Recall the visual system is not

the only input to reading. The visual system, the auditory system, and the intellect

(comprehension and creative thought) are all components to reading. Each facet of reading

8



provides an input of sorts, which allows a person to recognize the segmented wholes.

Text consists basically of organized scribblings. These scribblings have distinct rules

according to their shapes. They include vertical, horizontal, diagonal, and curved lines. (16)

All letters are distinguished by their parts. The letter c is a round or curved line opened

on the right; the letter I is a single vertical line, etc. Gibson and Levin claim the cognitive

process has established a distinct rule based system that makes up these scribblings to

create a standard between symbols. (4)

This rule system includes character segmentation. The location of space bounds our

symbols. Improper spacing creates confusion and ambiguity concerning which symbols are

to be grouped into words. Compare the two phrases:

* the red earrings you race

* there dear rings your ace

Both have the same set of characters in them yet with different segmentations. Proper

segmentation between words as well as proper segmentation within words is important.

Compare lousy with bisy. It is very important to distinguish between the two when telling

one's boss how work is proceeding.

Not only is there information contained between symbols, but certain parts of symbols

seem to carry more importance than others. Take for example Figure 6. There is a unique

difference in a reader's ability to read the top from the bottom half of words. This difference

is incorporated in the brains ability to segment and provide the most meaningful data to

the area where association occurs.

Iluey noted that "a preponderance of distinctive features exists in the tops of the

letters." (4:170) In addition to this, the brain has learned an orthographic rule system.

These rules "govern what sequence of letters and groups of letters may be put together

to form words. Everyone knows that the letter q is followed by u and that the cluster of

the two letters is pronounced /kw/. The cluster km is not permitted, unless it crosses a

morpheme boundary: milkmaid." (4:173) The orthographic rule system is a preprocessor

when reading.

9
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Figure 6. Visual Importance of Top and Bottom Half of Words
(4:171)

So the human visual system has a learned set of rules to segment text when reading.

Proficient readers make fewer pauses and errors when reading and can associate longer

words in a single pause than poor readers. (8) In reading, the ability of properly segmenting

words is a learned response. The brain naturally segments any image it sees, but proper

letter segmentation based on a learned rule system is vital to good reading skills.

For the purpose of discussion, the second input source is called the auditory track.

"Correctly pronouncing a word ordinarily recalls its meaning if it is in the reader's speaking

vocabulary. Coordination of the visual and auditory aspects of phonics is essential." (16:34)

While reading silently, most readers internally verbalize what they see. Therefore, phonics

plays an important part in recognition and can be considered as a secondary input. Table 7

displays an analysis of word features. The table analyzes "the proportional use made of

eight different word features in the preferred word-recognition strategies of children and

adults and was conducted by Selvin Chin-Chance of the University of Hawaii. The eight

objective measures of word similarity, identified at the bottom included semantic features,

phonetic features and meaning along with visual features for a set of 24 carefully chosen

words. In addition the eight objective measures of word similarity were correlated with

each subject's own subjective estimated of word similarity. The results of this experiment

showed that whereas phonetic cues are popular among children, particularly third-graders,

they are not used extensively by adults, perhaps because sounding out the word is too slow

10
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a process for an efficient recognition strategy." (3:129)

The bottom line is this: auditory input plays a varying role in the brain's ability to

recognize a word. Dependence upon vocalization increases in childhood and drops off by

adulthood. This is probably because the brain visually recognizes a word as opposed to

vocally sounding it out. It is important to note that most adults retain this source of input

to some extent.

The last group on the graph points to the third and final input source: syntactic

rule structure (the meaning of the word). This daals with the grammar, which is defined

by Lindemann as "a capacity for '"guagc, a nativc ability to create and comprehend

English utterances." (11:107) This rule structure concerns the comprehension and creative

thought aspect alluded to earlier in this discussion. Sentence structure and meaning have a

tremendous influence on recognition speed. A sample group of forth graders took a simple
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Figure 8. Anagram Testing of Forth Graders
(4:55)

anagram (discovering a word in a set of jumbled letters) test to prove this point.

The test involved solving anagrams that were arranged into six categories (Figure 8).

The categories were fruit, drinks, animals, utensils, colors, and furniture. The two con-

ditions, CS and NS, were arranged so that they did or did not, respectively, yield an

ordered set when completed. The results show that if subjects expected to fit the anagram

into a specific group, it greatly increased the speed with which the anagram was solved.

However, solving them at random showed a decrease in problem solving speed. Therefore,

given speed of identification as a measure of recognition, apriori knowledge of the meaning,

category, etc., the brain's ability to recognize a particular image will increase significantly.

Hence, one can note the relationship between visual recognition and intellect.

2.4 Fourier Transform

Some aspects of what the cerebral cortex does through a vast array of interconnec-

tiots, can be modeled mathematically by the Fourier transform. Radoy (14) and later

Tallman (15) have defined the 2DFT algorithm for use with a real input image array.

The algorithm is not dependent on powers of 2 as in the case of a fast Fourier transform.

Kabrisky (6) and later Maher (12) have used this algorithm to show a degree of relationship

12



between machine and human outputs. Maher's analysis "involved discriminating 10 animal

forms by computer simulation and by a group of 46 individuals." A Pearson correlation

coefficient of 0.961, between machine and human responses, was calculated. The results,

therefore, supported the use of 2DFT coefficients as an image recognizer. (12:260)

Bush (1) applied this algorithm to the 26 letters of the alphabet. He used the image

of the letters of the alphabet as his input. His desire was to develop a more legible set

of characters. His thesis, like Maher's work, supported the algorithm of 2DFT's by using

psychological testing to verify machine results. His work used five separate font types and

opened the way for character identification based on 2DFT coefficients.

The problem with this identification scheme, however, is that segmentation of the text

into individual characters is required; isolated characters do not usually occur in printed

text. It suffices to say, years of research spent on letter segmentation has produced little, if

any, succe3s With the appearance of phototype setting and laser printers, the segmentation

problem has increased. Recall that gestalt assumes segregated wholes within an image.

The algorithm works to model the vast interconnections between the primary input cortex

and the visual association cortex, but it begs the questions concerning segmentation.

In my earlier thesis (13), I postulated that text segmentation can be achieved by

using the whole N ord. The spacing between ords is easy to locate, but the spacing within

words is unobtainable. It is evident that the brain handles words as wholes; what hinders

the algorithm from handling it the same way? This was the approach taken in my thesis

work and the results were promising.

The tests incl, led the top 200 most popular words in the English language in capital

form. The same font styles used in Bush's thesis were used in my earlier thesis. Spacing

between letters within a word were fixed. Overall recognition of a particular word in one

font style proved 94% successful in chosing the same word in a different font style than

a different word in either the same or different font style. Word similarity was almost

Andependent of font type.

Though a very limited test, the algorithm did prove the hypothesis: word recognition

based on 2DFT's can be achieved by treating the image of a word as a single segmented

13



whole. For use as a reading machine, proof that a full scale machine can be developed

is required. The need for thousands of words, in many font types, with variable letter

spacing, and lower case letters must be shown. These variables increase the search space

or choices from this previous work by many orders of magnitude.

14



III. Methodology

3.1 Overview of Process

The approach to solving the problem concentrated on generating digital images of

words, computing the 2DFT of each image, and then selecting nearest neighbors (minimum

error calculation) based on the differences in coefficient values. This seems simple enough,

but a few obstacles need a solution. Building the font base is the first step. To provide

maximum flexibility, the particular font styles are digitized and then the images of words

are built from the digitized font styles. This allowed for spacing between characters to be

varied and greatly decreased the disk storage space. Selecting how to compute the error or

difference calculations (nearest neighbor) between coefficients is the second step. The key

to separating similar words in different fonts is in the method used for distance calculation.

Following the basic methodology outlined above, specific variations are covered in

Chapter 4. The variations are presented in Chapter 4 because their selection or deletion

is based on interim results and logical conclusions or exclusions. Therefore, the beginning

step is to build the digitized font styles.

3.2 Building Fonts

A professional printer (2) selected 25 font styles to provide depth and diversifica-

tion between font styles. Popularity, then variation, are the priorities for font selection.

The most popular font styles (Avant Garde, Zapf Chancery, Garamound, Megaron, and

Schoolbook) are provided in a variety of styles. The styles include light, medium, bold, and

italicized prints. The printer chose these fonts because they are widely used and popular

The printer also chose Eurostile, Gill Kayo, Hobo, Janson, and Wedding Text for

their variation in style. These font styles range from plain to ornate in style and provide

varation from the more popular funt. Albu beleitud fut vLii,tiob ib Brubi and Helena

Script, which are two script (cursive) fonts. They are included to test whether or not

cursive text can also be identified using the same algorithm. The complete list of fonts

used is listed in Table 1.
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Table 1. Font Styles

Avant Garde
Avant Garde bold
Brush
Zapf Chancery light
Zapf Chancery light italicized
Zapf Chancery medium
Zapf Chancery medium italicized
Eurostile
Eurostile bold
Garamound bold
Garamound bold italicized
Garamound italicized
Gill Kayo
Helena Script
Hobo
Janson
Megaron bold
Megaron bold italicized
Megaron medium
Megaron medium italicized
Schoolbook
Schoolbook bold
Schoolbook bold italicized
SchoolBook italicized
Wedding Text

16



ABCDEFGH
IJKLM NOPQRSTUVWX
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Figure 9. Avant Garde Font Style

An example of a complete font style is shown in Figure 9 with the remaining 24 font

styles presented in Appendix A.

Each font style in Appendix A is digitized into a 480 x 510 pixel field. The digitized

picture is searched to locate individual symbols and then store each symbol separately.

The program catalogues each symbol by windowing, allowing no space around each symbol.

Once the symbol is cataloged, a left and right margin offset is added. This offset represents

a shift along the horizontal axis to be used at the time of printing. The reason for this

offset is because typesetters do not print with fixed distances between symbols. Tlhe give

narrower symbols, like i and 1, more spacing as opposed to wider symbols, like m and s.

Italicized styles use this offset distances to bring vertical lines closer together, as in fl and

fy. The result is that each font style is digitized, and each symbol is individually stored
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with its own local offset values. An example of how an individual symbol is digitized and

stored onto disk is the letter f from the font style Zapf Chancery medium italicized. It is

shown in Table 2.

3.3 Building Coefficients

Appendix C shows a list of the 5000 most popular words in the English language. The

list is not alphabetized, but it is in order of occurrence with the being the most popular.

The list is taken from 500 articles within a field of 15 areas (press, religion, scientific

writing, fiction, etc.). One million words were used to compute occurrences. (10) To make

it possible to vary the overall spacing between symbols within a word, an additional offset

value is added to each symbol's individual offset value. The spacing between characters

varied f-om -7 to +9 pixels. Excluding left and right margin values, the average symbol

width is 16 pixels. Thus, it is possible to vary spacing within a word from between -45%

to +55%. An example of the spacing variance is shown in Figure 10.

Once a word is built using a particular font style with a particular offset, the image

array is Fourier transformed using Radoy's algorithm. (14) The method for performing the

2DFT are as follows. The image of a word is formed from an M x N matrix that has a

single grey level value, 0 (white) and 1 (black), recall Table 2. The image is completely

described by the real valued function, f(x,y), which is defined only at the coordinate points

at which x and y are both integers. See Equation 1.

F(A,B)= Ef(x,y).[cos(A.x + B.y)+ i.sin(A.x + B.y)] (1)
Sk

where,

SA =j .2 .r Al

B=k.2.7r-N

.i --1-

e j = -5, -4, ... , 0, 1, ... , 5 order of harmonics in x direction



Table 2. An Example of a Digitized Character

ab c d ef
f 46 23-12 4 3
00000000000000000011111

where: 00000000000000000111111
00000000000000001111110

a = symbol identification 00000000000000011100000
00000000000000111000000

b = height in pixels 00000000000000111000000
00000000000001110000000

c = width in pixels 00000000000001110000000
00000000000001110000000

d = distance (above or 00000000000011110000000
below) baseline 00000000000011110000000

00000000000011100000000

e = left margin indent 00000000000011100000000
00000000000011100000000

f = right margin indent 00000000000111100000000
00000001111111111111000

0 a white space (pixel) 00000011111111111110000
00000111111111111100000

1 black space (pixel) 00000000001111000000000
00000000001111000000000
00000000001111000000000
00000000001111000000000
00000000001110000000000
00000000001110000000000
00000000001110000000000
00000000001110000000000
00000000011110000000000
00000000011100000000000
00000000011100000000000
00000000011100000000000

00000000011100000000000
00000000111000000000000
00000000111000000000000
00000000111000000000000
00000000111000000000000
00000000110000000000000
00000001110000000000000
00000001110000000000000
00000001100000000000000
00000001100000000000000
00000011100000000000000
00000111000000000000000
00111110000000000000000
11111100000000000000000
11111000000000000000000
11110000000000000000000
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Avant Garde : Spacing between letters
-5 pixels +1 pixels +7 pixels

S-E -E B-

= ==

_= - =-

Helena Script Spacing between letters
-5 pixels +1 pixels +7 pixels

_____ -- 7- -au?=

Figure 10. Actual Images with Varied Spacings
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* k = -5, -4, ... ,, 1,..., 5 order of harmonics in y direction

s M = height of image in pixels

* N = length of image in pixels

* x,y = location of real valued input

* f(x,y) = intensity of image at location x,y

The two equations that define the real, Re[F(A,B)], and imaginary, Im[F(A,B)],

Fourier components are,

Re[F(A,B)] = f(x,y).cos(A.x + B .y) (2)

In[F(A, B)] = _ , f(x, y) . sin(A x + B . y) (3)

Since the cosine is an even function and the sine is an odd function, the following

relationship exists in equations 4, 5, 6, and 7. (14)

Re[F(A,B)] = Re[F(-A,-B)] (4)

Re[F(-A,B)] = Re[F(A,-B)] (5)

Im[F(A, B)] = -Im[F(-A,-B)] (6)

Im[F(-A, B)] = -Im[F(A,-B)] (7)

Therefore, due to the symmetric properties of the Fourier transform, only half the

cosine and sine terms are unique and need be calculated at any one time. For an example,

a 5 x 5 harmonic space has 11 (-5 to +5) vertical harmonic terms times 11 (-5 to +5)

horizontal harmonic terms producing 121 cosine and 121 sine terms. Since half thn terms

are duplicated due to symmetry, there exist 61 unique cosine and 60 unique sine coefficients

(note the dc term for the sine function is always equal to zero). For the case of 2 x 4, two

vertical and four horizontal harmonics, there are 5 (-2 to +2) vertical terms times 9 (-4 to

+4) horizontal terms giving a total of 45 unique coefficients.
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The coefficient values for each word displayed in each font style with one particular

offset spacing are stored for the 5 x 5 case. Before they are stored though, they are energy

normalized. The normalization process accounts for brightness variations and is equivalent

to graphing each 2DFT onto the surface of an n-dimensional hypersphere with unit radius

(r = 1.0). Equation 8 is used to normalize the coefficients.

Fr,c (8)
c= [ 2n' Z'- F 2 11/2(8)

tA.rl £-c=1 ,cJI/

where,

T ,, = the normalized (r,c)'th element

* r = rows

* c = columns

* n = number of harmonics

Therefore, the program to compute the 2DFT coefficients, builds the words from the

individually digitized font characters, calculates the 2DFT coefficient values, and stores

the values on disk.

To vary from computing the 2DFT of an entire word, one strategy is to break the

image of a word into three equal parts and then to compute the 2DFT of each part. The

reason for doing this is discussed in the Chapter 4, but the approach is identical for the

entire word process. The only difference is that the three subparts are used as inputs to

the 2DFT distance calculations.

3.4 Distances

Once the coefficients are computed, the difference calculations are made. This is

known as 'finding the nearest neighbor' or minimizing the error. Each image is represented

by a set of coefficients, which in turn represents a single location on the n-dimensional

hypersphere. For this case of 121 coefficients, n equals 121. If a subset of coefficients is

used then n would equate to the number of coefficients being used to define the image of a
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Table 3. Distance Equations

name equation
112 d.,, = [El' 1(xi - )1/2]1 / 2

1l d.u, = [Ei=,(x - Y )1/21 2

M1 dx,,. = EL=(xi - yi)
M2 dr.,v = [ (X,- i) 2]1/2

M3 dx, -= - yx)i)-/y

word. The nearest neighbor is defined as the pair, input word to output (template) word,

with the minimum error. This test used five equations of distance or error calculati3ns.

They were selected from previous works but are not the only choices available. They are

listed in Table 3.

3.5 Font Groups

In my thesis (13), I compared each word with all other words in all font styles, using

only the M2 (euclidean) distance measurement. The top 1000 words in 25 fonts gives a

total of 25,000 (1000 x 25) words images. Therefore, each word would be compared to

24,999 words (any word comparcd to itself would yield an error of 0.0). If 10,000 words are

used, then the search space is 249,999 words. Computationally, this is too time consuming.

A way of limiting the search space and increasing successful matches is needed. Combining

font styles into font groups is one approach. Since coefficients are orthogonal, each Fourier

coefficient of a particular word can be averaged with the coefficients from the same word

spelled in different font styles. The intent is to create a generic font style in Fourier space

made up of different and unique font styles. These generic font styles are called font groups

and can be thought of as an average between font styles.

Three programs were developed to create font groups. The first one uses all 25 font

styles and averages each coefficient for each of the top 1000 words. By creating a single

font group from the 25 font styles, there are only 1000 target (template) words instead of

24,999. The second program divides the 25 font styles into three separate font groups. The

division into three font groups is listed in Table 4. The result is then 3000 (3 font group x
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1000 words) target words.

And finally, the third program divided font groups up by placing similar looking font

styles into six groups. To obtain six groups, the regular font group from 3 font three font

case is subdivided into three subgroups and one more font group, special, is added. The

letters a and g are the criterion for subdividing the regular font group into subgroups.

They were chose, because their visual shapes, (aa) and (g,g), seemed to have the greatest

variation between font styles. The division into font groups is listed in Table 5. It will

yield 6000 (6 font groups x 1000 words) target words.

3.6 Special Cases

This research develops three additional distance calculations. The first is the 3 part

coefficient values. The objective is to compute the five nearest neighbors for any word and

then from this partial nearest neighbors list, recompute a final choice based on the 2DFT

images of the first, middle, and la.o,' r-rts of the word. By conceitrating on this partial list,

a second pass is made using an alternate distance calculation, to pick the correct choice.

It uses four sets of calculated coefficient values; one from the entire image of a word and

one from each of the first, middle, and last parts of a word. It is done only for the 3 font

group case.

The second special case involves an approach to fine tune the font groups. The

idea is that through a special transform developed for each font style, the mean errors

(differences) can be reduced. This algorithm pu,,hes % font style in Fourier space toward a

particular font group. When reading an unfamiliar font style, the brain reads at a slower

rate. I hypothesize that tf i brain is comparing the new font style to what it already knows.

Given enough time, it composes a transform for that particular font style. Then, when

enough training is incurred, the new font style is assimilated into the brain's working data

base of font styles.

The transform develops by taking a subset of the input words (i.e., the first 200 of

the top 1000 words) and averaging the individual coefficient errors between input word

and nearest neighbor. These averaged coefficient errors are then subtracted from the font
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Table 4. Font Styles for 3 Font Group Case

t[ font group name font style II
italics Zapf Chancery light

Zapf Chancery light italicized
Zapf Chancery medium
Zapf Chancery medium italicized
Garamound bold italicized
Garamound italicized

regular Avant Garde
Avant Garde bold
Eurostile
Eurostile bold
Garamound bold
Hobo
Janson
Megaron bol
Megaron bold italicized
Megaron medium
Megaron medium italicized
Schoolbook
Schoolbook bold
Schoolbook bold italicized
Schoolbook italicized

script Brush
Helena Script

t Gill Kayo
1' Wedding Text

t = not used in any font group
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Table 5. Font Styles for 6 Font Group Case

i[ font group name font style

italics Zapf Chancery light
Zapf Chancery light italicized
Zapf Chancery medium
Zapf Chancery medium italicized
Garamound bold italicized
Garamound italicized

regular a Avant Garde
Avant Garde bold
Schoolbook bold italicized
Schoolbook italicized

regular a g Eurostile
Eurostile bold
Megaron bold
Megaron bold italicized
Megaron medium
Megaron medium italicized

regular a g Garamound bold
Janson
Schoolbook
Schoolbook bold

script Brush
Helena Script

special Gill Kayo
Hobo

t Wedding Text

t = not used in any font group
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group(s). A final pass is made for all 1000 words and the nearest neighbors recalculated.

Each font group selected in the first pass needs an error transform. The underlying idea is

that apart from any pai cucular symbol within a font style, each font group and font style

as a whole has its own characteristic shape or form. The average of coefficient errors is a

map of the difference or error in characteristic shape and by adding the negative (inverse)

to the font group, the distance to the nearest neighbor is then reduced. Thus, reducing

the distance should reinforce the correct choice. This program is presented in Appendix

B. A special note about this program is that if a correlation does not exist between the

characteristic shape of a font style and a font group, then the values of the coefficient errors

will be random and their averaging will generate a zero response.

The third special case uses redundancy to eliminate incorrect choi,;es. In the field of

the 5 x 5 coefficients, it is possible to select any or all of the coefficients as a search space.

The advantage to this is that a selection based on a different set of coefficient values yields

different incorrect choices. If the incorrect choices occur only 1 to 2 percent of the time,

then with 3 separate sets of coefficients it will be possible to form a weighting scheme. If

choice occurs in 2 out of the 3 sets then the most popular choice is taken.

Overlapping of sets is useful only if the incorrect choices are different. The appro-

priate coefficients to use in a given set are determined empirically (trial and error). Each

set is energy normalized based on the number of coefficients within the set. Therefore, the

actual value of the distances between sets to the nearest neighbor might not be a useful

measure. Only the target word (nearest neighbor) is of primary concern.
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IV. Results

The results are divided into three sections. The first section is the extension of my

Master's thesis research into a much larger search space, with lower case letters. The

second section presents the font groups, which are the heart of a true reading machine and

comprises the bulk of the chapter. The third section covers the special distance calculations.

4.1 Originals

Comparing each font style to itself and all other fonts is the first case presented.

The M1 (taxi) distance cal( ilation (see Table 3) is used to compute the nearest neighbor

(minimum distance to adjacent image in Fourier n space) for each of 25,000 input words

(1000 words in 25 font styles). Given that there are 25,000 inputs, then there are 24,999

possible nearest neighbors for each input image. With the internal letter spacing (offset

value) within a word set to +3 pixels (letters have an average width of 16 pixels), the

percent of correct choices using a 3 x 3 harmonic search space is listed in Table 6. This

table shows how effective the algorithm is at identifying a correct match (input word

and nearest neighbor are the same word) for the most popular 1000 words in each of the

separate 25 font styles.

Each font style is listed with the percent correct, its mean distance to nearest neighbor

(using M1 distance calculation), and the standard deviation of nearest neighbors. The

algorithm in my Masters thesis produced 94% correct choices for 200 capitalized words in

6 various font styles. (13) It is evident from Table 6 that the script fonts (Brush and Helena

Script) do not work and the fonts selected for their variation in style (Eurostile, Gill Kayo,

Hobo, Janson, and Wedding Text) are marginal at best. If we are to jump to 10,000 words

at this point, the percent correct would be too low to build a reading machine based on

this algorithm. Also, the computational time for this 1000 word case required 24 cpu hours

on a sun4 (12 mips) processor. It would be 102 as long, 100 cpu days, for 10,000 words.

Even though this algorithm can identify words without letter segmentation, it still is not

realistic to use this approach because the percent correct is too low and the computation

time too long.
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Table 6. Distances for Originals With a +3 Spacing

I mean dist between standard deviation between
Font Style % correct nearest neighbors nearest neighbors

Avant Garde 84.2 0.77 0.22
Avant Garde bold 87.3 0.56 0.18
Brush 16.5 1.03 0.29
Zapi Chancery lght 89.6 0.83 0.21
Zapf Chancery lght ital 93.1 0.67 0.23
Zapf Chancery med 88.7 0.75 0.18
Zapf Chancery med ital 94.2 0.65 0.21
Eurostile 84.5 0.88 0.24
Eurostile bold 85.0 0.65 0.15
Garamound bold 88.2 0.75 0.17
Garamound boA'i ital 95.5 0.61 0.17
Garalnound ital 97.6 0.62 0.17
Gill Kayo 42.0 0.73 0.18
Helena Script 7.8 1.00 0.33
Hobo 57.6 0.72 0.21
Janson 88.0 0.77 0.17
Megaron bold 97.0 0.51 0.13
Megaron bold ital 91.4 0.57 0.18
Megaron med 96.6 0.63 0.15
Megaron med ital 94.0 0.68 0.20
Schoolbook 95.7 0.64 0.13
Schoolbook bold 96.1 0.64 0.13
Schoolbook bold ital 98.1 0.53 0.13
Schoolbook ital 98.4 0.53 0.13
Wedding Text 49.2 0.84 0.27
overall % correct 80.6 0.70 0.19
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Selecting a different spacing does little to change performance. Table 7 presents the

results of the case where letter spacing within words is increased from +3 to +7 pixels.

The overall percent correct increased to only 81.9%, and percentages for specific fonts

did not vary greatly. The overall mean distance between an input word and its nearest

neighbor decreased only by about 0.02 and the overall standard deviation decreased by

only 0.01. This is significant because the mean and standard deviation are indicators of

performance. As the mean decreases (assuming a constant number of coefficient values)

for any font style, the percent correct increases. Some correlation exists between the mean

and standard deviation of nearest neighbors and the percentage of correct choices for font

styles. A font style with higher mean and standard deviation values than a second font

indicates the first font will have a higher error rate (i.e., lower percent correct). This can

also be seen in the results presented in Table 7.

Creating font groups is the answer to increasing the percent correct while decreasing

the computational time (search space). In the next subsection, the results of creating font

groups and the variables affecting their use are presented.

4.2 Font Groups

There are many variables and questions to be answered concerning font groups. When

dealing with a particular variable, all other variables will be fixed. A standard spacing of

+3 pixels is used unless noted, not because it is superior to all spacings, but because it is

a visually comfortable spacing and is a nominal value between the extremes of -7 and +9

pixels. The variables to be covered are:

1. how are font groups best divided and how many should there be

2. which is the best distance rule to use

3. what is the affect of spacing between letters in a word

4. what is the optimum number of Fourier harmonics to use

5. is word length an important discriminator

6. how many words are possible

7. how does script font compare to printed font
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Table 7. Distances for Originals +7 Spacing

1 mean dist between standard deviation between l
Font Style % correct nearest neighbors nearest neighbors

Avant Garde 84.9 0.75 0.22
Avant Garde bold 90.5 0.55 0.17
Brush 22.7 1.03 0.28
Zapf Chancery lght 89.8 0.80 0.20
Zapf Chancery lght ital 93 3 0.64 0.22
Zapf Chancery med 90.2 0.71 0.17
Zapf Chancery med ital 94.5 0.63 0.20
Eurostile 85.9 0.83 0.23
Eurostile bold 86.2 0.64 0.15
Garamound bold 88.8 0.72 0.16
Garamound bold ital 96.1 0.59 0.17
Garamound ital 97.1 0.59 0.16
Gill Kayo 47.4 0.75 0.18
Htelena Script 9.5 1.01 0.33
l1obo 57.7 0.71 0.21
Janson 89.5 0.75 0.17
Megaron bold 97.2 0.49 0.12
Megaron bold ital 92.3 0.54 0.17
Megaron med 96.1 0.61 0.15
Megaron med ital 95.0 0.65 0.19
Schoolbook 95.2 0.63 0.13
Schoolbook bold 96.7 0.63 0.13
Schoolbook bold ital 97.9 0.52 0.13
Schoolbook ital 98.5 0.52 0.13
Wedding Text 54.6 0.82 0.27
overall % correct 81.9 0.69 0.18
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8. what happens when a new font style is encountered for the first time

9. what happens when a new spacing is encountered for the first time

10. how does noise affect the percent correct

11. what about upper case letters

12. what about using numbers

4.2.1 Dividing into Font Groups. In addition to the three font groups discussed

in the methodology, two other groups are added. Because experience showed that the

algorithm had a consistent problem in identifying the correct nearest neighbor for the

Avant Garde font styles. It was hoped that alternate divisions to the 3 and 6 font groups

would solve the problem. The alternate groups developed from this experience are the 4

and 7 font groups. Their break down into groups are listed in Tables 8 and 9, respectively.

A combined table of the results of the 1, 3, 4, 6, and 7 font groups, using the 3 x 3

harmonic space, a +3 letter spacing, the M1 distance calculation, and the top 1000 words

is presented in Table 10.

The two most significant results are the overall percent correct of the 1 font group

case versus the original algorithm, section 4.1, and the decrease in percent correct from the

6 font group to the 7 font group case. First, the 1 font group has an output space of 1000

words. The original case had an output space of 24,999 words. By combining the Fourier

coefficieiits of the 25 different images of a word, to form a single font group, the overall

percent correct from the original case to this combined case improved 6%. Consider how

mixed the font styles are: printed, italicized, ornate, plain, and even script. All of these

are different styles and yet combined they produce a better feature set than the individual

font styles themselves, section 4.1. It begs the question: is there one generic font style that

can recognize all font styles?

The answer to this seems to be no. The subsequent improvement in the 3, 4, etc.

font group cases shows that one single font group is not optimum. The 1 font group case

is a major breakthrough in reducing the search space of an algorithm's library of target

words but is not the most accurate solution. From Table 10, a steady improvement is seen

as the number of font groups increases. This increase occurs up until the 6 font group case

and then decreases, which leads to the second significant finding.
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Table 8. 4 Font Group Case

fort group name font style

italics Zapf Chancery light
Zapf Chancery light italicized
Zapf Chancery medium
Zapf Chancery medium italicized
Garamound bold italicized
Garamound italicized

regular a Avant Garde
Avant Garde bold
Schooibook bold italicized
Schoolbook italicized

regular a Eurostile
Eurostile bold
Garamound bold
Hobo
Janson
Megaron bold
Megaron bold italicized
Megaron medium
Megaron medium italicized
Schoolbook
Schoolbook bold

script Brush
Helena Script

f Gill Kayo'
Wedding Text

t = not used in any font group
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Table 9. 7 Font Group Case

([font group narne font style

italics Zapf Chancery light
Zapf Chancery light italicized
Zapf Chancery medium
Zapf Chancery medium italicized
Garamound bold italicized
Garamound italicized

regular a Schoolbook bold italicized
Schoolbook italicized

regular a g Eurostile
Eurostile bold
Megaron bold
Megaron bold italicized
Megaron medium
Megaron medium italicized

regular a g Garamound bold
Janson
Schoolbook
Schoolbook bold

script Brush
Helena Script

special Gill Kayo
Hobo

avant Avant Garde
Avant Garde bold

t Wedding Text

= not used in any font group
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Table 10. Comparison of Accuracy as a Function of the Number of Font Groups

F t Number of Font Groups1l Pont Style 1 3 4 6 7

Avant Garde 78.0 94.0 95.8 96.3 92.4
Avant Garde bold 91.9 97.6 98.4 98.1 93.2
Brush 43.4 97.3 97.3 97.3 97.3
Zapf Chancery lght 93.4 99.6 99.6 99.6 99.6
Zapf Chancery Ight ital 90.9 99.8 99.8 99.8 99.8
Zapf Chancery med 94.8 99.9 99.9 99.9 99.9
Zapf Chancery med ital 92.0 99.9 99.9 99.9 99.9
Eurostile 90.8 98.3 98.7 99.6 99.6
Eurostile bold 97.7 99.9 100.0 100.0 100.0
Garamound bold 92.4 93.4 95.1 99.9 99.9
Garamound bold ital 94.2 99.3 99.4 99.4 99.4
Garamound ital 94.9 99.6 99.5 99.6 99.7
Gill Kayo 87.2 89.1 87.7 99.8 99.8
Helena Script 32.0 97.5 97.5 97.5 97.5
Hobo 62.1 65.3 65.4 93.3 93.5
Janson 92.4 96.9 97.6 100.0 100.0
Megaron bold 97.5 100.0 99.8 100.0 100.0
Megaron bold ital 96.6 99.4 99.5 99.9 99.7
Megaron med 89.5 98.7 99.1 100.0 100.0
Megaron med ital 93.5 99.4 99.1 99.7 99.7
Schoolbook 98.4 99.4 99.5 100.0 100.0
Schoolbook bold 98.8 99.5 99.6 100.0 100.0
Schoolbook bold ital 97.7 94.9 99.7 99.3 100.0
Schoolbook ital 98.7 96.9 99.7 99.4 100.0
Wedding Text 71.5 71.5 72.4 76.5 76.2
overall % correct 86.8 95.5 96.0 98.2 97.2
% correct excluding fonts n/a 96.8 97.4 99.1 98.8
not used in font groups _ __
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The decrease in overall percent correct between the 6 and 7 font group cases implies

that, what makes a good font group is a good blend of similar font styles. This does not

necessarily mean having a few, or a lot, of font styles within a font group. As font styles

are grouped into similar groups, the mean distance between nearest neighbors gradually

decreases until finally, in some cases, it rises. Groups possessing this decreasing distance

are a good average between font styles. When the mean rises, font groups are becoming

either too specialized (style dependent) or a poor mix of font styles. The best algorithm

is not necessarily a function of how many font styles make up a font group but of the

combined mix of font styles. Therefore, there is a tradeoff between having a generic font

group that is a blend of font styles and the idea of becoming too font dependent or poorly

mixing the font styles.

The ideal mix is still unknown. It seemed that the low performance of the Avant

Garde styles could be solved by using 7 instead of 6 font groups, but obviously that is not

true. When the Avant Garde, Avant Garde bold, Schoolbook bold, and Schoolbook bold

italicized are put together into one font group, there is a 50% decrease of incorrect nearest

neighbors than when the same four fonts are divided into two font groups with Avant

Garde and Avant Garde bold in one group and Schoolbook bold and Schoolbook bold

italicized in another. A well proportioned average makes a good font group. Dissimilar

font styles will yield a font group which is not representative of the individual styles. In

the 6 font group case the letters a and g are used as the discriminator between groups.

The letter a appears two ways, in the form 'a' and 'a'. The letter g appears two ways, in

the form 'g' and 'g'. But there is much more to a font's shape or style than just these two

letters. That is why the decrease in percent correct from 6 to 7 font groups occurs when

separating the font group into two font groups was thought to solve the low performance

of the Avant Garde font styles. And since the algorithm using the 6 font group case is the

best performer, it is used in determining the best measure of distance.

4.2.2 Distance Calculations. In the methodology, five distance calculations were

discussed. 1Hl, 112, and M3 were developed after M1 and M2 had been thoroughly tested.

The M1 distance calculation is frequently termed 'taxi distance'. Envision the map of
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a large city where all roads run east-west and north-south. To travel from one point to

another, the total distance traveled in the east-west direction is added to the total distance

traveled in the north-south direction. Each trip from point A to point B is a simple problem

of addition and subtraction.

For the case with M2, envision the same city, but a helicopter is used instead of a taxi.

The distance is a straight line between points, but computationally addition, subtraction,

multiplication, and division are all required. Table 11 shows the results for Hi, 112, M1,

M2, and M3, using 6 font groups with +3 spacing, a 3 x 3 harmonic space, and the top

1000 words.

H1, 112, and M3 were developed to test what appeared to be an asymptotic slope

developing between the Ml and M2 cases. One premise was that sensitivity to error could

be used to increase the percent correct rate. Instead, a maxima in performance occurred

at M1. Though HI and 112 out performs M2 and M3, it still does not perform better than

Mi. Though not presented, the following is also true for the 1 and 3 font group cases

where the M1 distance calculation was the best mnpa:ure of percent correct with respect to

error values. The computation ally quickest anU simplest algorithm proves to be the best

performer in this application and so it is used throughout the remaining research.

A note here is necessary concerning the Wedding r£,L font. It is usually excluded

from the overall percent correct values because of its extreme variation in style and nonuse

in font groups, but it is discussed in detail in subsection 4.2.7.

4.2.3 Spacing. Spacing is a very important issue when it comes to real world text.

The amount of spacing between letters can vary from having overlapping characters to

blank spaces between characters. If an algorithm could only distinguish words where the

spacing is fixed, say at +3 pixels in width, then it is essentially useless in the real world.

Both the 1 and 6 font group cases are explored for sensitivity to spacing. The harmo~ic

search- space s3 x 3 ad t~~ top 1000 words used. Table -12 is the I font grou, ck( ai,d

Table 13 is the 6 font group case.

Given a font group composed of a single particular spacing (i.e. -7, +3, +9, etc).

the algorithm is capable of distinguishing nearest neighbors regardless of Nvheth'vr the
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Table 11. Comparison of Distance Calculations

Distance Equations
Font Style H2 H1I M1 M2 R3

Avant Garde 95.5 95.4 96.3 96.0 95.0
Avant Garde bold 97.9 97.9 98.1 98.9 98.7
Brush 97.2 97.2 97.3 59.1 51.0
Zapf Chancery Ight 99.4 99.1 99.6 99.3 98.3
Zapf Chancery lght ital 99.7 99.6 99.8 99.6 98.9
Zapf Chancery med 99.9 99.9 99.9 99.6 99.1
Zapf Chancery med ital 99.9 99.9 99.9 99.6 98.9
Eurostile 99.5 99.3 99.6 99.3 98.4
Eurostile bold 99.7 99.7 100.0 99.6 98.8
Garamound bold 99.8 99.8 99.9 89.6 86.7
Garamound bold ital 99.4 99.4 99.4 96.7 94.6
Garamound ital 99.1 99.1 99.6 98.7 97.2
Gill Kayo 99.6 99.6 99.8 83.3 75.5
Helena Script 96.9 96.9 97.5 33.0 19.8
Hobo 94.5 94.5 93.3 65.2 64.1
Janson 100.0 100.0 100.0 86.3 78.9
Megaron bold 100.0 100.0 100.0 99.9 99.7
Megaron bold ital 99.8 99.8 99.9 99.9 99.5
Megaron med 100.0 100.0 100.0 100.0 99.7
Megaron med ital 99.6 99.6 99.7 99.7 99.5
Schoolbook 100.0 100.0 100.0 92.1 85.9
Schoolbook bold 100.0 100.0 100.0 94.3 92.4
Schoolbook bold ital 98.5 98.5 99.3 99.4 97.6
Schoolbook ital 98.8 98.7 99.4 99.7 97.7
Wedding Text 74.3 74.4 76.5 70.2 66.7
overall % correct 98.0 97.9 98.2 90.4 87.7
% correct excluding 98.9 98.9 99.1 91.2 88.6

fonts not used
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Table 12. Spacing Comparisons of Font Group I

Spacing Between Letters
Font Style -5 - +33 1 +7/i
Avant Garde 70.7 72.1 78.0 82.6
Avant Garde bold 86.8 88.0 91.9 93.3
Brush 23.0 25.0 43.4 50.3
Zapf Chancery lght 92.0 90.6 93.4 94.4
Zapf Chancery Ight ital 82.7 84.2 90.9 93.6
Zapf Chancery med 93.8 93.2 94.8 95.1
Zapf Chancery med ital 83.0 84.4 92.0 94.0
Eurostile 85.0 89.2 90.8 92.0
Eurostile bold 94.7 95.6 97.7 97.9
Garamound bold 93.1 92.3 92.4 92.9
Garamoun bold ital 88.2 89.2 94.2 95.3
Garamound ital 91.1 92.0 94.9 95.9
Gill Kayo 79.5 81.8 87.2 89.7
Helena Script 21.8 23.0 32.0 37.3
Hobo 59.8 60.9 62.1 61.7
Janson 88.2 89.9 92.4 93.7
Megaron bold 95.6 95.5 97.5 97.3
Megaron bold ital 95.7 95.7 96.6 97.0
Megaron med 88.9 89.5 89.5 90.5
Megaron med ital 91.4 92.7 93.5 94.2
Schoolbook 95.9 96.3 98.4 98.5
Schoolbook bold 97.0 98.0 98.8 99.1
Schoolbook bold ital 97.1 96.6 97.7 97.7
Schoolbook ital 95.8 97.6 98.7 99.0
Wedding Text 63.9 66.1 71.5 74.1
overall % correct 82.2 83.2 86.8 84.4
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Table 13. Spacing Comparisons of Font Group 6

Spacing Between Letters
Font Style 7 -1 +3 1 +9

Avant Garde 85.8 93.0 96.3 97.6
Avant Garde bold 94.3 97.2 98.1 98.7
Brush 94.5 96.6 97.3 98.5
Zapf Chancery Ight 98.0 98.9 99.6 99.7
Zapf Chancery Ight ital 98.4 99.4 99.8 99.7
Zapf Chancery med 99.1 99.8 99.9 99.8
Zapf Chancery reed ita 97.8 99.3 99.9 99.8
Eurostile 97.2 99.3 99.6 99.5
Eurostile bold 97.2 99.8 100.0 99.7
Garamound bold 100.0 99.9 99.9 99.8
Garamound bold ital 97.8 98.7 99.4 99.3
Garamound ital 97.8 99.7 99.6 99.6
Gill Kayo 99.9 99.6 99.8 99.7
Helena Script 95.0 95.8 97.5 98.4
Hobo 93.4 92.9 93.3 94.2
Janson 99.7 99.9 100.0 100.0
Megaron bold 99.2 100.0 100.0 100.0
Megaron bold ital 98.2 99.5 99.9 99.9
Megaron med 99.8 100.0 100.0 100.0
Megaron med ital 98.1 99.7 99.7 99.8
Schoolbook 99.8 99.9 100.0 100.0
Schoolbook bold 100.0 100.0 100.0 100.0
Schoolbook bold ital 97.4 98.8 99.3 99.5
Schoolbook ital 97.5 99.1 99.4 99.6
Wedding Text 61.5 69.2 76.5 78.2

overall % correct 95.9 97.4 98.2 98.4
% correct excluding 97.3 98.6 99.1 99.3
Wedding Text font
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characters are overlapped or are widely spaced. A logical question to Ak is: what is the

effect of using font styles from one spacing to identify font groups from another spacing.

This will be discussed in subsection 4.2.8. The optimum number of harmonics to use in

identifying nearest neighbors is the next variable to be addressed.

4.2.4 Number of Harmonics. Previous work by Bush (1) and O'Hair (13) was done

with the 3rd harmonic vertically and horizontally giving a total of 49 coefficients: -3 to +3

(7) vertically and -3 to +3 (7) horizontally. It is undetermined, though, if 49 is the optimum

number of coefficients. As the number of harmon! s increases so does the sensitivity of

the process to the wide variatio.i in the values of the high frequency terms. I' is the high

frequency Fourier terms that characterize the ornate flare of a font style: curly ques and

sharp edges of individual letters. By using th'v lower order harmonics, the images are

essentially blurred to eliminate high frequency inputs. Itowever, too much blurring cause.,

errors like mistaking after for often or came for come. The goal is to find the optimum

number of harmonics.

In English text, length is proportionally greater than height. This can be accounted

for b3 increasing the number of harnonics used in the horizontal direction while holding

the vertical direction constant. An example is a 3 x 5 search space. Using -3 to +3 (7)

harmonics vertically and -5 to +5 (11) harmonics horizontally will yield 77 (7 x 11) unique

components in the 2DFT. Any variety of combinations can be used. Table 14 presents the

results of using the 6 font group case with the top 1000 words, where the energy has been

renormalized based on the particular number of coefficients being used.

Three important results are present. The first is the importance of the horizontal

axis versus the vertical axis. Successful identification is more sensitive to an increase in

the horizontal. An example is 2 x 4 and 4 x 2. Both programs use 45 coefficients, yet their

results are 99.4 percent correct versus 97.3 percent correct, respectively. The horizontal

axis is more important for locating a correcL neighbor. In fact, the 2 x 4 case with 45

coefficients performed better (0.4%) than the 3 x 3 case with 49 coefficients. A decrease of

components in Fourier space but an increase in performance indicates higher information

content in the horizontal axis.
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Table 14. lHarmonic Comparisons for Font Group 6 4

Horizontal Harmonics

1 2 3 4 5

1 68.3 92.2 95.8 98.4 98.6

Vertical 2 85.2 96.5 98.9 99.4 99.5

Harmonics 3 87.5 97.1 99.0 99.5 99.6

4 88.5 97.3 99.1 99.5 99.6

5 88.4 97.3 99.0 99.5 99.6

4 percent correct excluding Wedding Text font

The second important result is the effect of increasing the number of harmonics in

the algorithm. Increasing excessively the number of harmonics gives a diminishing return

in performance. The 2 x 5 case results in 99.5 percent correct and it uses 5 x 11 (55)

coefficients. The 5 x 5 case on the other hand, resulted in 99.6 percent correct. It used

11 x 11 (121) coefficients. Just over twice the number of coefficients develops only a 0.1%

increase in the overall percent correct. While just over twice the number of coefficients

from the 1 x 3 (21) case to the 2 x 4 (45) case produces a 7.2% increase in the overall

percent correct.

The decreasing rate of return is not because the majority of energy is in the lower

harmonics but because the lower harmonics best describes the general shape of the words.

A special test proves this for the 2 x 3 case where its low frequency (-1 to +1) vertical and

hoizontal terms were set equal to zero. In effect, 26 coefficients (2 x 3 (35 coefficients)

- 1 x 1 (9 coefficients)) are used; most (>90 percent) of the total energy is zeroed out.

The results are an impressive 98.2% correct (excluding Wedding Text) compared to 98.9%

(excluding Wedding Text) using all Fourier terms. The 2 x 2 case uses 25 coefficients.

Both the 2 x 2 and the 2 x 3 - I x 1 have essentially the same number of coefficients but
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Figure 11. Harmonic Groupings

an increase in overall percent correct of 1.7% occurs, in favor of the 2 x 3 - 1 x 1 case.

Graphically, the two search spaces are presented in Figure 11.

An additional test is performed for the 2 x 2 case where the -1 to +1 terms are set

to zero. The 2 x 2 terms minus the 1 x 1 terms gives 16 unique coefficients. The result

is 90.5 percent correct. The 2 x 1 and 1 x 2 cases both have 15 coefficients in them and

their results were 85.2 and 92.2 percent correct, respectively. Hence, the results for the

2 x 2 - 1 x 1, where t' majority of energy (-1 to +1 coefficients) is zeroed out, versus the

2 x 1 and the 1 x 2 cases shows that the algorithm is as sensitive to the high energy terms

(1 x 1) as it is to the remaining lower energy terms around it. Therefore, the importance

that any single coefficient plays in the algorithm making a successful nearest neighbor

match is not based on the amount of energy within that particular coefficient but on the
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relative variance between the particular coefficient and a nearest neighbor coefficient. The

first few harmonics are extremely valuable because these terms define the basic shape of

a word, but a high percent correct (> 95 percent) can be obtained with or without the

high energy terms by using almost any combination of lower harmonics (_ 5), as long as

the horizontal harmonics are emphasized ( > ) over the vertical harmonics and the total

number of coefficients is roughly greater than 25.

The third important result is energy renormalization. When the number of coef-

ficients are decreased, say from 121 to 49, and especially when the cosine DC term is

eliminated (as in 2 x 2 - 1 x 1), the overall energy is no longer 1.0, assuming it is originally

normalized for the 5 x 5 (121 coefficients) case. Hence, the surface of the 2' hypersphere

with unit radius r is now warped. Just like a ripe grape is round and smooth, so is the

surface of a proper, energy normalized hypersphere. But when the energy of the compo-

nents do not equal 1.0, the surface area plot becomes like a raisin. The results intuitively

should produce a decrease in percent correct, but it does not.

Take for example the 1 x 3 case with and without energy renormalization, renor-

malization based on the number of coefficients used. The results are 95.8% and 97.3%

correct, respectively. The percent correct for the 2 x 4 case with and without energy

renormalization are identical (99.4%), even though the overall energy is of an image is 1.0

with renormalization and only 0.86 to 0.96 without renormalization. The majorit) of the

energy is in the lower harmonics, but it is still unknown why the results improve.

Values in Table 14 word case differ slightly from Table 11 because of this renormal-

ization. All previous tables to Table 14 have not been energy renormalized based on the

number of harmonics used. In future tables it will be specified whether or not renormal-

ization is being used.

4.2.5 Word Length. In Chapter 2, Table 7 shows for the adult reader that the

word lelhgth is almost as important as the first letter and the meaning of a word. Because

word length is so important to the human visual system, it is used here as a pre-processor

or discriminator in the search space. Two cases are examined. The first case has the

constraints listed in Table 15. The constraints imposed on the 6 font group case result
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Table 15. Word Length Preprocessing

Assumed Length Possible Length
of Input Word of nearest neighbor

1 1 to2
2 1to3
3 2to4
4 3to5
5 4to 7
6 4to8
7 5to 10

8 and up 6 and up

Table 16. Number of Possible Choices

Word Length Number of Possible Choices
(max = 6000)

1 letter 210
2 letters 774
3 letters 2028
4 letters 3048
5 letters 4198
6 letters 4674
7 letters 3846

8 and above letters 2742

in shortening the number of possible neighbors. They are derived by an assumption that

length of words in a text stream can be approximated by height/length ratios and other

simple calculations. The amount the length discriminator shortens the search space for

individual word lengths is presented in Table 16.

The results of the algorithm for the top 1000 words using 6 font groups, a 3 x 3

harmonic space, with energy renormalization, is 99.0 percent correct. The search space

has roughly half the o:_:rnal nUMber k mplate) words as a resuit of legth

discrimination, but does not increase in percent correct. Improvement does not occur for

two reasons. First, although the number of choices are decreased, the choices come from

a location on the hypersphere that is already far away from the nearest neighbor and
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Table 17. 1000 vs. 2000 Words

Harmonics Used 1000 Words 2000 Words 5000 Words
(vertical x horizontal) % correct (f) % correct (j) % correct (t)

1 x 3 95.8 95.8
2 x 3 98.9 98.2 -

2 x 4 99.4 99.1 9"8.6
3 x 4 99.5 99.3 -

3 x 5 99.6 99.5

f = excluding Wedding Text

therefore does not adversely effect the results. And secondly, the total surface area in 2'

space is so large compared to the space used in this process that it can accommodate the

large difference in choices.

The second case examines the effect of assuming an accurate length discriminator

can be developed. The results show if the word length is known then the error rate for

the top 1000 words using a 3 x 3 ha 'monic space with the 6 font group case is only 0.7%

(99.3% correct choices). This is not a drastic improvement (only 0.3%) considering the

search space has been decreased an order of magnitude from 6000 to an average of less

than 600 choices. This raises the question then: how many words can this Fourier space

hold?

4.2.6 Nuinbcr of Words. Since there are no obviously useful equations to tell when

a 2' hypersphere is filled, empirical data provides the only indication of the number of

words possible in Fourier space. The second step in this process here is to increase the

vocabulary from 1000 words is 2000 words. The list on the next 1000 most popular words

is also listed in Appendix C. Given the same 25 font styles distributed into the same 6 font

groups, Table 17 is a comparison between the 1000 and 2000 word cases.

The search space is doubled. 2000 words printed in 6 font groups make up 12000

target words for 50,000 input words (2000 words x 25 font styles). Little if any of the

overall accuracy is lost. Consider the 2 x 3 case more closely. Table 18 compares the mean

distance between nearest neighbors and change in standard deviation. The small change
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in mean distance is represented by the addition of 6000 target words in the output space.

Also included in Table 17 is the case for a 5000 word vocabulary. The 6 font groups

make up 30,000 target words for the 125,000 input words. The largest percent of the

increase in errors, from the 1000 to 5000 word case, occurs for the font styles that are used

in font groups comprised of only two font styles. Never the less, little if any of the overall

accuracy is lost. Therefore, the algorithm is shown capable of performing with a very large

vocabulary.

4.2.7 Script Font. The algorithm's performance with the script fonts, Brush and

Helena Script, proves to one of the most interesting findings. The performance is not as

high as with most printed styles but then the script styles' variances are considerable, see

Appendix A. They only have each other to make up the script font group. The algorithm's

performance for the script fonts with a selected number of harmonic groups, using the top

1000 words, is presented in Table 19. These results are taken from the same programs

which were used to develop Table 14.

The first thing which comes to sight is the mean and standard deviation values.

They are almost identical for both font styles and upon further investigation of all other

harmonic groups, this equality continues for both mean and standard deviation. Expanding

this to other font styles that vary considerably from the majority of font styles (11obo and

Gill Kayo which makeup the special font group), it is evident that they too exhibit this

behavior.

The results demonstrates that the algorithm handles script styles and printed styles

the same in Fourier space. Neither one is more difficult to distinguish than the other. The

percent correct is determined by the number of good font groups that exist to identify a

particular font style. In the case of script fonts, only two font styles are used and so correct

identification is limited to basically one font group. The algorithm performed similarily

for the Hobo and Gili Kayo font styles and their percent correct values are also slightly

less than the overall average.

The algorithm will work either on script or printed font styles regardless of their

shapes. More ornate, stylish, or varied font styles must be well represented by the font
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Table 18. 2 x 3 Harmonic Case for 2000 Words

1000 2000
Font Style % cor mean std dev % cor mean std dev
Avant Garde 95.9 0.72 0.20 94.3 0.69 0.19
Avant Garde bold 98.5 0.46 0.14 98.3 0.44 0.13
Brush 96.5 0.65 0.16 95.7 0.63 0.15
Zapf Chancery ight 99.5 0.65 0.22 98.9 0.61 0.21
Zapf Chancery Ight ital 99.9 0.55 0.20 99.7 0.52 0.20
Zapf Chancery med 99.8 0.55 0.19 99.3 0.52 0.18
Zapf Chancery med ital 99.7 0.51 0.19 99.7 0.49 0.19
Eurostile 99.7 0.59 0.22 99.6 0.56 0.21
Eurostile bold 99.5 0.47 0.12 99.5 0.45 0.12
Garamound bold 99.8 0.45 0.11 99.8 0.44 0.11
Garamound bold ital 99.7 0.57 0.20 99.3 0.55 0.19
Garamound ital 99.6 0.57 0.18 99.3 0.54 0.18
Gill Kayo 98.7 0.43 0.16 97.2 0.43 0.16
Helena Script 96.8 0.65 0.16 96.2 0.63 0.15
Hobo 90.9 0.44 0.17 82.9 0.44 0.17
Janson 100.0 0.44 0.14 100.0 0.42 0.13
Megaron bold 100.0 0.34 0.11 100.0 0.33 0.10
Megaron bold ital 99.8 0.42 0.16 99.7 0.39 0.15
Megaron med 100.0 0.39 0.14 99.9 0.37 0.13
Megaron med ital 99.8 0.46 0.17 99.7 0.43 0.16
Schoolbook 100.0 0.41 0.11 100.0 0.39 0.10
Schoolbook bold 100.0 0.40 0.10 100.0 0.38 0.09
Schoolbook bold ital 98.9 0.59 0.17 98.7 0.57 0.16
Schoolbook ital 99.5 0.63 0.18 99.0 0.61 0.18
Wedding Text 74.9 0.83 0.31 74.8 0.78 0.29
overall % correct 97.9 0.51 - 97.2 0.50 -

excluding Wedding rext 98.9 - 98.2
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Table 19. Script Fonts

Harmonics Overall Brush Helena Script
Used % cor % cor mean std dev % cor mean std dev
1 x 2 92.2 80.4 0.28 0.08 82.7 0.29 0.08
1 x 4 98.4 97.5 0.51 0.15 96.0 0.51 0.15
2 x 2 96.5 90.9 0.48 0.11 90.2 0.49 0.11
2 x 4 99.4 98.9 0.82 0.21 97.9 0.82 0.21
3 x 2 97.1 93.0 0.67 0.14 92.1 0.67 0.15
3 x 4 99.5 99.1 1.10 0.26 98.2 1.10 0.26
4 x 4 .5 99.2 1.30 0.29 98.9 1.30 0.29

Table 20. Wedding Text Font

Font Group Harmonics Used Overall % Correct Wedding Text
S1 x 1 39.0 32.1

1 2 x 2 75.5 63.5
1 3 x 3 86.3 71.5
1 5 x 5 91.2 78.7
6 1 x 2 92.9 58.2
6 2 x 4 99.4 77.7
6 3 x 3 99.0 75.6
6 4 x 4 99.5 79.1

group(s) in Fourier space. The more adequate the representation, (multiple font styles in

font group) usually the higher the percent correct.

This is an appropriate time to discuss the Wedding Text. First, look at Appendix

A and compare this font style with all others. It is not visually close to any other font

style and, therefore, stands by itself. In this research, it is never included in any font

group except the 1 font group case. A comparison of the algorithm's performance with the

Wedding Text is presented in Table 20.

As extreo as t' f,,t €,, is and w-;thout its ;n,,;on ;" any of the" 6 font group3,

the algorithm still performs in, the high 70th percentile of correct choices. It is more

important to explore how thv algorithm handles something that it has not been trained

with, which is completely different il style, than to force the Wedding Text into an ill-
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suited font group. This is an important question to ask for all the other font styles. How

does the algorithm handle font styles that are not a member of any font group?

4.2.8 New font styles. What happens to the algorithm when a new font style is

encountered? This question is of significance and is handled by testing each font style

against font groups that have not been developed using that particular font style. The

font groups are identical to the ones discussed in Chapter 3; except, when a particular font

style is tested, it is excluded from the formation of any or all font groups. Hence, each

font style is tested against font group(s) that have never seen that particular font style

before. This is accomplished for the top 1000 words in a 3 x 3 harmonic space without

energy renormalization. The results for the 1, 3, and 6 font group cases are consolidated

in Table 21.

The biggest change is in the script font styles, Brush and Helena Script. These two

are vastly different from printed text visually. Where as in the 1 font group case they

make up 8.0% (2/25) of the font styles, they make up 100% of their font groups in the 3

and G font group cases. When eliminating either one from the font groups during testing,

the remaining script font style makes up the entire font group. This results in losing the

benefits from having a font group, and the algorithm is back to the original way of searching

font styles against font styles, as in section 4.1.

This can also be noted in the 6 font group case for the two font styles (Hobo and Gill

Kayo) that make up the special font group. They are the only two font styles that make

up that particular font group and when either one is excluded from the group, the percent

correct falls off rapidly. If overall percent correct is recalculated for the 3 and 6 font group

cases and those font group which only have 2 font styles in a font group are excluded, then

the percent correct is 96.0% and 98.0%, respectively.

It is possible to conclude, therefore, that if a font group is properly made with

a vuviety of bimflildi, yet vtiied font styles and then tested with a new font style, the

percent correct will vary according to its similarity to the font groups. An ornate font

style like Wedding Text will never produce 99 percent accuracies with the other font styles

in appendix A. But for a more standard type of printed text (i.e. Megaron), the algorithm
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Table 21. Introducing New Font Styles

Number of Font Groups
Font Style 1 1* 3 3* 6 6*
Avant Garde 78.0 71.2 94.0 89.6 96.3 93.7
Avant Garde bold 91.9 89.8 97.6 96.9 98.1 94.5
Brush 43.4 36.2 97.3 57.0 97.3 56.3
Zapf Chancery Ight 93.4 90.9 99.6 97.6 99.6 97.6
Zapf Chancery Ight ital 90.9 88.6 99.8 98.6 99.8 98.3
Zapf Chancery med 94.8 93.8 99.9 99.5 99.9 99.5
Zapf Chancery reed ital 92.0 89.3 99.9 99.3 99.9 99.2
Eurostile 90.8 86.1 98.3 96.4 99.6 98.9
Eurostile bold 97.7 97.1 99.9 99.7 100.0 99.1
Garamound bold 92.4 92.0 93.4 92.1 99.9 99.2
Garamound bold ital 94.2 92.6 99.3 98.2 99.4 98.6
Garainound ital 94.9 93.3 99.6 98.5 99.6 98.4
Gill Kayo 87.2 82.5 89.1 89.1 99.8 93.9
Helena Script 32.0 24.7 97.5 48.2 97.5 49.5
Hobo 62.1 60.0 65.3 64.2 93.3 65.2
Janson 92.4 91.4 96.9 94.2 100.0 99.8
Megaron bold 07.5 97.1 100.0 99.7 100.0 100.0
Megaron bold ital 96.6 95.2 99.4 98.9 99.9 99.2
Megaron med 89.5 86.3 98.7 98.0 100.0 99.9
Megaron med ital 93.5 90.6 99.4 98.8 99.7 99.3
Schoolbook 98.4 97.3 99.4 99.1 100.0 99.9
Schoolbook bold 98.8 97.3 99.5 99.2 100.0 99.8
Schoolbook bold ital 97.7 97.9 94.9 93.8 99.3 94.8
Schoolbook ital 98.7 96.7 96.9 96.4 99.4 95.0
Wedding Text 71.5 68.8 71.5 71.5 76.5 76.5
overall % correct 86.8 84.3 95 91.0 98.2 92.9

- font style not part of any font group and therefore considered a new font style.
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operates at nearly peak performance even though the particular font is not part of any

font group.

The human brain actually seems to behave the same way. Given a new ornate

font style, reading speed is severely reduced. With practice, reading speed will gradually

increase to its usual performance with previously well known font styles. If the style is not

an extremely different one, then reading speed is only slightly reduced when first viewing

it. The lesson then is to build a machine using a representative cross section that is able

to interpret the majority of font styles that might be encountered.

4.2.9 Font from new spacing. The variation between spacing is another important

issue. In subsection 4.2.3, the research proved spacing did not severely affect recognition.

But what happens when training of the font groups comes from one spacing and the

examined text is from a different spacing? To answer this question, four spacings are

considered. They are -5, +1, +3, and +7. They represent a -31% to +44% change in

average word length. The font groups are made with one particular spacing and then the

input words are taken from a second different spacing. The top 1000 words are used with a

3 x 3 harmonic space and the 6 font group case. The combinations tested are presented in

Table 22. Energy renormalization is not performed and not all -5 spacings are tested. In

addition to this, the average change in word length between input word and target word is

listed in Table 23. It is based on the relationship between letter spacing (-5, +1, +3, and

+7 pixels) and the average letter length, which is 16 pixels.

A special note concerning the -5 spacing is necessary. Recall from Figure 10 what

a -5 spacing looks like. Additional examples are shown in Figure 12. Large distortion

occurs where cl now becomes d, to becomes b, and so on. The test was made to determine

if the algorithm can work on really distorted images of a word. The results may be a

little misleading when -5 spacing is compared to +1 spacing, and +7 spacing; actually the

human visual system can do no better in deciding ii d is either a d or a cl pushed together.

Therefore, it is not a break down in the algorithm but a break down in symbology. The

meaning of the symbol or character is lost when overlap is too great.

Examine the remaining cases of -1, +3, and +7. As the percent of increase in

52



Table 22. Percent Correct from New Spacing

Input Word Spacing

-5 +1 +3 +7

-5 97.8 78.2 } t

Font Group +1 80.2 99.0 98.9 97.3

Spacing +3 t 98.6 99.1 98.7

+7 41.5 93.9 98.0 99.2

t = not tested.

Table 23. Percent Change in Length

Input Word Spacing

-5 +1 +3 +7

Font Group -5 0 38 t "

Spacing +1 38 0 13 38

+3 t 13 0 25

+7 75 38 25 0

t = not tested.
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clear to

- - -

Figure 12. Additional Images In Avant Garde Font Style With a -5 Pixel Spacing

spacing within a word grows, the percent correct between different spacings decreases.

This indicates the possible need for multiple font groups with varied spacing. Depending

oi the reduction of percent correct allowable, the necessary number of font groups based on

spacing can be calculated. Note that after about a +7 spacing, the letters within a word

can freel3 be segmented and the algorithm applied to the individual letters themselves.

Therefore, many different font groups based on spacing are not required. Only about 2 or

3 spacings would ever be necessary in actual text.

4.2.10 Noise. Up until now, all images of words used in this research have been

considered noiseless. In a real world case, this never happens and this research now in-

vestigates three cases where noise is added to the data previously generated. The first

is covered in subsection 4.2.4 where the energy normalization is not uniform. The effect

of improperly normalizing the energy is equivalent to varying the intensity in the input

image. With a 10% variance in energy in Fourier space, the results produced a moderate

(1 x 3 harmonic case) to slight (2 x 4 harmonic case) increase in percent correct. This

addition of noise actually benefits recognition. The answer to this is unpredictable and at

present unexplainable.

The second case was discovered by accident. It involved incorrectly building one of

the font groups for the top 2000 words, 6 font group case. The first 1000 words of the
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rable 24. Inadvertent Error in the 2000 Word Case

Font Group 'regular a' font style 1 font style 2 font style 3 font style 4 font style 5
word word word word word word

1 the = the + the + the + the + covered (1001)
2 of = of + of + of + of + current (1002)
3 and = and + and + and + and + despite (1003)
4 to = to + to + to + to + eight (1004)
5 a= a + a + a + a + i'd (1005)

1000 won't = won't + won't + won't + won't + joe (2000)

where:
font style 1 = Avant Garde
font style 2 = Avant Garde bold
font style 3 = Schoolbook bold italicized
font style 4 = Schoolbook italicized
font style 5 = 'Wedding Text

'regular a' font group (Avant Garde, Avant Garde bold, Schoolbook bold italicized, and

Schoolbook italicized) were accidentally added with the second 1000 words cf the Wedding

Text font style. Hence, the following in Table 24 is a partial list of what happened.

The most popular word, the, should have been a composite of 4 different the's. Ac-

tually it is made up of 5 words, 4 the's and the word covered. The second most popular

word of is a composite of 4 different ofs and the word current. This error occurred for

the first 1000 words of the 'regular a' font group. In addition to this 'noise', the images

were energy normalized for only 4 words and not the 5 which occurred. So, not only were

the images geatly corrupted, but their energy normalization is incorrect. The results of

this top 2000 word test using the 6 font group c - with a 3 x 3 harmonic search space are

listed in Table 25.

The most important result is only a moderate decrease in performance occurred for

the font styles which make up the 'regular a' font group. The noise did not affect other font
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Table 25. Percent Correct for Added Noise to 2000 Words

Correct 2000 Corrupted 2000
Font Style % cor mean std dev % cor mean std dev
Avant Garde 95.3 0.91 0.25 92.0 0.90 0.26
Avant Garde bold 98.3 0.58 0.18 97.3 0.60 0.20
Brush 98.5 0.80 0.20 98.5 0.76 0.19
Zapf Chancery lght 99.5 0.82 0.28 99.4 0.77 0.25
Zapf Chancery Ight ital 100.0 0.70 0.26 99.9 0.66 0.24
Zapf Chancery med 99.7 0.70 0.24 99.7 0.67 0.22
Zapf Chancery med ital 99.7 0.66 0.26 99.7 0.62 0.24
Eurostile 99.5 0.74 0.28 99.7 0.71 0.26
Eurostile bold 99.3 0.5 n  0.17 99.5 0.58 0.16
Garamound bold 100.0 0.56 0.14 100.0 0.53 0.13
Garamound bold ital 99.3 0.73 0.25 99.4 0.70 0.23
Garamound ital 99.5 0.73 0.24 99.5 0.69 0.22
Gill Kayo 99.3 0.54 0.20 99.4 0.53 0.19
Helena Script 98.3 0.80 0.20 98.2 0.76 0.19
hIobo 94.7 0.55 0.20 94.8 0.54 0.19
Janson 100.0 0.55 0.18 100.0 0.53 0.16
Megaron bold 99.9 0.43 0.13 99.9 0.42 0.13
Megaron bold ital 99.6 0.54 0.21 99.3 0.54 0.21
Megaron mccd 100.0 0.50 0.18 100.0 0.48 0.17
Megaron med ital 99.7 0.59 0.23 99.7 0.57 0.22
Schoolbook 100.0 0.51 0.14 100.0 0.48 0.13
Schoolbook bold 100.0 0.48 0.12 100.0 0.47 0.11
Schoolbook bold ital 99.5 0.75 0.22 96.2 0.79 0.26
Schoolbook ital 99.5 0.81 0.24 96.5 0.84 0.26
Wedding Text 77.5 1.05 0.38 78.2 0.99 0.36
percent correct (j) 99.1 0.66 98.7 0.65 -

(t) - percent correct excludes Wedding Text
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no noise 10% noise

50% noise 86% noise

Figure 13. Random Noise on the Word 'thesis' in Avant Garde Font Style

groups but is isolated to the group ir. which it originated. The second important result is

the amount by which the noise decreased the percent correct for the 'regular a' font group.

Calculating the 'regular a' font group correctly, the percent correct for these 4 font styles

is 98.2%. With the noise it is 95.5%. Thus when 50% of the 'regular a' font group's words

are corrupted, an average decrease of only 2.7% occurs.

This leads to a more structured way of generating noise in the input image. All

coefficient values for the top 1000 words with +3 spacing are recomputed with a random

noise value. The input images of the words are degradated by a selected noise percentage.

This amount ranges from 10% to 86%. The image of each word is built with a percentage

of the pixels randomly whited out. Figure 13 is an example of the 10%, 50%, and 86%

cases. The font group coefficients values are derived from noiseless images and the test

input words are made from noisy images.
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Table 26. Effects of Noise on the 1 x 3 Harmonic Search Space

Font Style Noiseless 10% 20% 50% 86%
Avant Garde 84.8 85.8 83.9 76.2 34.0
Avant Garde bold 97.1 97.6 97.0 91.9 52.4
Brush 93.7 93.8 93.0 84.1 46.2
Zapf Chancery lght 98.1 97.8 96.8 88.5 40.9
Zapf Chancery Ight ital 98.8 98.2 97.7 93.2 50.5
Zapf Chancery med 98.0 97.8 96.9 90.5 43.3
Zapf Chancery med ital 99.1 98.5 98.4 93.5 52.9
Eurostile 99.1 97.7 97.9 89.2 37.2
Eurostile bold 97.3 96.5 95.2 92.1 49.1
Garamound bold 99.1 98.9 98.8 94.3 52.3
Garamound bold ital 97.4 96.2 95.3 91.2 53.1
Garamound ital 98.2 97.5 97.3 91.5 50.6
Gill Kayo 95.8 95.6 93.9 85.7 37.7
Helena Script 93.0 91.3 88.4 79.9 47.2
Hobo 88.9 87.0 86.1 81.5 42.1
Janson 99.7 99.4 99.1 93.3 46.3
Megaron bold 99.7 99.6 99.5 96.1 53.8
Megaron bold ital 98.1 98.2 97.9 92.3 50.5
Megaron med 99.7 99.7 99.1 96.9 48.5
Megaron med ital 99.5 99.7 98.9 96.2 41.9
Schoolbook 99.7 98.9 98.4 95.1 55.0
Schoolbook bold 99.6 99.6 99.7 96.6 54.5
Schoolbook bold ital 97.4 96.4 95.7 91.6 53.7
Schoolbook ital 97.2 96.8 95.0 89.1 45.7
Wedding Text 68.9 66.8 63.9 53.3 24.6
overall % correct 95.8 95.4 94.6 89.0 46.6
excluding Wedding Text 96.9 96.6 95.8 90.4 47.5

Once the 2DFT of the 25,000 images (1000 words x 25 font style) are computed, for

each of the separate noise values (10, 20, 50, and 86%), the nearest neighbor calculations

are handled just as before. The results for the top 1000 words using the 6 font group case,

with energy renormalization and both 1 x 3 and 2 x 4 harmonic spaces are presented in

Tables 26 and 27, respectivly.

It is evident from Tables 26 and 27 that the algorithm is not sensitive to noise. There

is a slow degradation of the results as the input images become noisier, but for small to

moderate amounts of noise (10 to 20%), the algorithm is essentially unaffected by noise.
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Table 27. Effects of Noise on the 2 x 4 Harmonic Search Space

Font Style Noiseless 10% 20% 50% 86%
Avant Garde 95.7 95.5 95.6 93.9 69.9
Avant Garde bold 99.0 99.0 99.1 98.2 80.5
Brush 98.9 98.2 97.2 95.1 70.8
Zapf Chancery lght 99.3 99.3 99.2 98.0 70.5
Zapf Chancery ight ital 100.0 100.0 100.0 99.5 78.7
Zapf Chancery med 99.9 99.9 99.7 99.1 76.1
Zapf Chancery med ital 99.7 99.5 99.6 98.6 76.6
Eurostile 99.4 99.5 99.2 98.2 73.0
Eurostile bold 99.5 99.6 99.3 98.7 79.3
Garamound bold 100.0 99.9 100.0 99.8 86.1
Gararnound bold ital 99.7 99.7 99.6 98.7 79.4
Garamound ital 99.7 99.9 99.7 99.0 79.2
Gill Kayo 99.8 99.5 99.5 98.8 76.6
Helena Script 97.9 97.1 96.7 94.1 68.2
Hfobo 98.5 98.0 98.1 94.8 76.6
Janson 100.0 99.9 100.0 99.6 84.6
Megaron bold 100.0 100.0 99.8 99.7 86.0
Megaron bold ital 99.9 99.7 99.8 99.3 82.3
Megaron med 100.0 99.9 99.9 99.8 82.1
Megaron med ital 99.9 99.8 99.8 99.1 77.5
Schoolbook 100.0 100.0 100.0 99.6 87.2
Schoolbook bold 100.0 100.0 100.0 99.8 88.0
Schoolbook bold ital 99.9 99.6 99.7 98.5 82.6
Schoolbook ital 99.9 99.9 99.6 98.7 79.7
Wedding Text 77.7 77.4 76.4 71.1 43.3
overall % correct 98.5 98.4 98.3 97.2 77.4
excluding Wedding Text 99.4 99.3 99.2 98.3 78.8
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This is especially true for the 2 x 4 harmonic case. For use in a reading machine this is of

great importance since input images are rarely 100% noiseless.

4.2.11 Upper case letters. Common text is rarely capitalized for any extended pe-

riod. But for the cases where it does occur, it is important to know how well the algorithm

performs is investigated. Consider four test cases where:

1. no font groups used: original approach of section 4.1

2. 1 font group case is used

3. 6 font group case used

4. 6 font group case used but font styles rearranged into new font groups.

The change in font groups between the previous 6 font group case and the new

proposed one for capital letters is shown in Table 28.

The results for these 4 test cases using a 3 x 3 harmonic space with the top 1000

words and energy renormalization are shown in Table 29.

It is obvious that the algorithm for the 1 font group case, like in the lower case, is

superior to the original search method in section 4.1. It is not superior though to the 1 font

group case of the using the lower case alphabet because the upper case letters are more

ornate. Examine Appendix A again and compare the wide range of font styles. These

uppercase font styles are vastly different and varied from the previous work in my Master's

thesis (13). Not only is the search space greatly increased, but the florid design of the font

styles increases the difficulty of recognition.

The old and new divisions in the 6 font groups reveal the importance of good font

group construction. The old 6 font group case is divided according to lower case variance of

the letters a and g. This does not necessarily apply to the upper case variances. The new

font groups are grouped based on overall letter variances. I did this subjectively. This, too,

may not be the optimum division of font styles into font groups, but notice the increase in

percent correct. The new 6 font group case is also tested using different harmonics spaces.

The results for the top 1000 words are shown in Trable 30
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Table 28. New and Old Font Groups for Capitals

Previous Font Group Font Styles New Font Group Font Styles
italics Zapf Chancery It fgl Zapf Chancery med

Zapf Chancery It ital Garamound bold ital
Zapf Chancery med Garamound ital
Zapf Chancery med ital Schoolbook bold ital
Garamound bold ital Schoolbook ital
Garamound ital

fg2 Avant Garde bold
regular a Avant Garde Eurostile bold

Avant Garde bold Gill Kayo
Schoolbook bold ital Hobo
Schoolbook ital

fg3 Avant Garde
regular a g Eurostile Eurostile

Eurostile bold Megaron bold
Megaron bold Megaron bold ital
Megaron bold ital Megaron med
Megaron med Megaron med ital
Megaron med ital

fg4 Zapf Chancery It
regular a g Garamound bold Garamound bold

Janson Janson
Schoolbook Schoolbook
Schoolbook bold Schoolbook bold

script Brush fg5 Brush
Helena Script Zapf Chancery med ital

Zapf Chancery It ital
special Gill Kayo

Hobo fg6 Helena Script
Wedding Text

a not uscd Wedding Text 0__none
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Table 29. Percent Correct for Capital Letters

1 Font 6 Font 6 Font
Font Style Original Group Group(old) Group(new)

Avant Garde 94.0 98.2 99.6 99.9
Avant Garde bold 76.5 96.0 98.4 99.9
Brush 8.2 42.3 99.2 91.6
Zapf Chancery Ight 95.9 98.0 98.1 99.8
Zapf Chancery Ight ital 96.6 44.0 86.7 100.0
Zapf Chancery med 92.8 97.9 98.7 99.6
Zapf Chancery med ital 95.9 33.6 78.4 99.9
Eurostile 81.4 86.0 99.4 99.4
Eurostile bold 92.3 97.8 99.2 100.0
Garamound bold 93.1 99.9 100.0 100.0
Garamound bold ital 99.2 99.1 99.0 100.0
Garamound ital 99.8 99.0 98.7 100.0
Gill Kayo 31.2 48.7 99.8 97.2
Helena Script 0.6 6.6 58.5 88.6
Hobo 76.5 96.5 99.8 98.5
Janson 96.7 99.7 100.0 100.0
Megaron bold 97.1 99.9 100.0 99.9
Megaron bold ital 94.3 100.0 99.9 99.6
Megaron med 98.2 98.8 100.0 100.0
Megaron med ital 96.8 98.8 99.9 100.0
Schoolbook 97.1 99.1 100.0 99.8
Schoolbook bold 96.3 99.0 99.9 99.5
Schoolbook bold ital 99.2 97.3 99.8 99.6
Schoolbook ital 99.0 96.3 99.9 99.5
Wedding Text 0.2 4.1 1.4 66.8
overall % correct 80.4 81.5 92.6 97.6
excluding Wedding Text n/a n/a 96.4 98.8
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Table 30. Different Harmonic Groups for Capitals

IIarmonics
Font Style l x 1 1 x 4 3x3 2x5

Avant Garde 79.1 98.6 99.9 98.8
Avant Garde bold 72.6 99.2 99.9 99.9
Brush 23.5 68.6 91.6 94.1
Zapf Chancery Ight 28.3 96.4 99.8 100.0
Zapf Chancery lght ital 72.3 99.8 100.0 100.0
Zapf Chancery med 59.2 97.4 99.6 99.4
Zapf Chancery ,ned ital 71.4 99.7 99.9 100.0
Eurostile 41.4 98.3 99.4 99.7
Eurostile bold 69.5 99.5 100.0 100.0
Garamound bold 80.9 99.7 100.0 100.0
Gararnound bold ital 95.1 99.8 100.0 100.0
Garamound ital 90.1 99.4 100.0 100.0
Gill Kayo 37.4 88.0 97.2 99.4
Helena Script 9.5 89.1 88.6 98.6
Hobo 73.8 99.1 98.5 99.6
Janson 91.5 100.0 100.0 100.0
Megaron bold 78.3 100.0 99.9 100.0
Megaron bold ital 60.6 99.2 99.6 99.8
Megaron med 97.2 100.0 100.0 100.0
Megaron med ital 93.3 99.9 100.0 100.0
Schoolbook 89.5 99.8 99.8 100.0
Schoolbook bold 51.5 98.6 99.5 99.9
Schoolbook bold ital 67.4 99.1 99.6 100.0
Schoolbook ital 82.8 99.3 99.5 100.0
Wedding Text 2.6 31.5 66.8 77.8
overall % correct 64.7 94.4 97.5 98.6
excluding Wedding Text 67.3 97.0 98.8 99.5
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Table 31. Font Groups for Numbers

1 Font group 3 Font group
Font Style (t) font group names font group names
Avant Garde fgl regl
Brush fgl reg2
Zapf Chancery med ital fgl reg2
Eurostile fgl regI
Garamound bold fgl script
Garamound bold ital fgl script
Megaron bold fgl regl
Schoolbook bold fgl regl

t - See Appendix A for the shape of the font style chosen

The overall result is the algorithm performs as well for uppercase letters as with lower

case letters. But a significant improvement occurs when font styles are properly arranged

into font groups. These groupings are not necessarily the same for lower and • ,r case

alphabets.

4.2.12 Numbers. So far the algorithm has been applied to lower and upper case

letters, printed and script text, plain and ornate letters, and all in a variety of type settings.

Performance has ranged from acceptable to outstanding, but consider a new set of symbols:

numbers. This work is performed on a subset of the 25 font groups. Only eight font styles

are chosen because the variance in numerical shapes for the 25 different font styles is

limited. Also using the subset of eight font styles increases the processing speed. The

eight font styles chosen are picked for their variation in style from one another. At least

two fairly similar font styles are used for each font group and then varying font styles are

picked to distinguish font groups. The font styles picked for the font groups are shown in

Table 31.

The numerical sequence 000 to 999 is chosen as a test case. The image of each

three digit number is built using each of the eight font styles. The 2DFT of the images

are computed and stored. The approach is identical to the image of words except that

numbers are used as symbols instead of letters. The results using the 1000 3 digit numbers

64



Table 32. Percent Correct for Numbers 000 to 999

1 Font yrout 3 Font group
Font Style - -1"-' I -3 +1 +5
Avant Garde 97.4 1 97.3 15.6 97.7 99.2 99.4
Brush 62.6 63.7 60.5 I 99.4 97.9 95.9
Zapf Chancery reed ital 55.6 60.1 59.7 93.7 86.1 82.4
Eurostile 50.4 57.9 48.5 85.4 91.2 89.6
Gararmound bold 95.2 92.7 9 1.4 100.0 100.0 100.0
Garamound bold ital 89.9 I 87.3 83.9 100.0 100.0 100.0
Megaron bold 82.6 92.8 ai.3 . 90.3 95.0 94.4
Schoolbook bold _ 83.9 j 84.3 79.0 84.3 80.0 179.8
overall % correct i 727. 62 93. 9. 993.7i 92.7

in a 3 x 3 harmonic space are shown in Table 32.

The results are not as promising as the case with letters. This is probably due to

the fact that the number of font styles which make up the font groups are small. Also,

the mean distances between numberb is proportionally smaller than the mean distances

between letters. This is mainly because the top 1000 words are not all the same length as

are the 1000 numerical symbols. If all the 1000 three letter word combinations using just

ten separate letters were compiled, I doubt that the results would be any differelnt.

4.3 Special Distance Calculations

4.3.1 Three Part Look. To obtain an algorithm that is 100% correct for the 1000

word case, the thee special distance calculations are developed. These three algorithms

are described in section 3.5. The first case is the image of a word broken into three parts.

The 2DFT for each word is computed, both for the complete image and for the three

parts (first, middle, and last third) of the image. It was thought if all the correct answers

lie within some number (first, second, third ... choice) of neighbors from the input word,

ten it , b.,gbc possibkC to choose thC correct answer from th.s list and rule out false

recognitions. Table 33 is a list of percent correct with respect to the combined top 1, 3,

and 5 choices of nearest neighbori. Instead of just recording the single iearest neighbor,

the becond, thiud, etc. choices arc also recorded. This table uses the top 1000 words with
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3 x 3 harmonic search space for the 3 font group case.

Assuming the correct answers can now be chosen from a list of just five choices,

instead of 3000 (3 font groups x 1000 words), the overall percent correct will increase from

95.5 to 97.7 percent correct. Ruling out the effects of the varied font styles Hobo and

Wedding Text, this percent correct jumps from 96.8 to 99.8. The three part search is an

attempt to achieve such an increase in recognition.

The results are somewhat disappointing. The best choice is chosen from the five

nearest neighbors based on the smallest combined total distance from the three parts

(first, middle, and last) of the word. Each word in the list of five neighbors is treated

equally, and selection from this subgroup is solely based on the 2DFT of the three parts.

Table 34 compares the previous results of the 3 font group case with the 1000 top words

and a 3 x 3 search space and the new results after searching the five nearest neighbors

based on the three parts of the image.

Examining the specific errors in each columni reveals the three part scheme is making

some adjustments but introduces a new group of errors. Selecting three of the font styles

for a closer examination (Avant Garde, Janson, and Megaron bold) shows that for Avant

Garde, 30% of the errors in the first column are corrected, but 95% more errors overall

were added. This information came from an additional list of all errors and their nearest

neighbors that is recorded at the saT le time the percent correct figures is computed. For

Janson, 100% of the errors are corrected through this scheme, but 174% more errors are

created. For Megaron bold, no errors occrred previously, but only 98.8% correct are

obtained through the 3 part scheme. The final result is that this special case that uses the

Fourier coefficients of the first, middle, and last thirds of a word as a post-processor is not

effective in improving the performance of the algorithm. It does solve the majority of the

previous errors, but in the process creates more errors overall.

4.3.2 Learn filnt Groups. Section 3.5 touches on the fundamentals in,o!-ed na

ing the special transforms for each font group, but the actual amount of training used is

three distinct passes. The first two passes by the program through the font groups uses the

first 200 of the top 1000 words. For each of the nearest neighbors, a record is kept concern-
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Table 33. Percent Correct for Combined Nearest Neighbors

Nearest 3 Nearest 5
Font Style Nearest Neighbor Neighbors Combined Neighbors Combined

Avant Garde 94.0 99.5 99.8
Avant Garde bold 97.6 99.7 99.9
Brush 97.3 99.9 100.0
Zapf Chancery Ight 99.6 100.0 100.0
Zapf Chancery Ight ital 99.8 100.0 100.0
Zapf Chancery reed 99.9 100.0 100.0
Zapf Chancery meed ital 99.9 100.0 100.0
Eurostile 98.3 100.0 100.0
Eurostile bold 99.9 100.0 100.0
Garamound bold 93.4 97.1 98.0
Garamound bold ital 99.3 100.0 100.0
Garamound ital 99.6 100.0 100.0
Gill Kayo 89.1 97.1 98.6
Helena Script 97.5 100.0 100.0
h1obo 65.3 66.4 67.3
Janson 96.9 99.7 100.0
Megaron bold 100.0 100.0 100.0
Megaron bold ital 99.4 100.0 100.0
Megaron med 98.7 100.0 100.0
Megaron med ital 99.4 100.0 100.0
Schoolbook 99.4 100.0 100.0
Schoolbook bold 99.5 100.0 100.0
Schoolbook bold ital 94.9 99.0 99.8
Schoolbook ital 96.9 99.1 99.7
Wedding Text 71.5 77.4 80.2
overall % correct 95.5 97.4 97.7

% correct excluding 96.8 99.6 99.8
Hobo and Wedding Text
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Table 34. Percent Correct for 3 Part Scheme

Font Style Previous Results 3 Part Scheme
Avant Garde 94.0 83.3
Avant Garde bold 97.6 95.2
Brush 97.3 97.0
Zapf Chancery Ight 99.6 97.9
Zapf Chancery Ight ital 99.8 98.8
Zapf Chancery reed 99.9 98.3
Zapf Chancery med ital 99.9 98.9
Eurostile 98.3 90.3
Eurostile bold 99.9 96.2
Garamound bold 93.4 94.6
Garamound bold ital 99.3 98.5
Garamound ital 99.6 98.5
Gill Kayo 89.1 85.0
Helena Script 97.5 98.5
Hobo 65.3 64.5
Janson 96.9 94.6
Megaron bold 100.0 98.9
Megaron bold ital 99.4 98.0
Megalon med 98.7 96.6
Megaron med ital 99.4 96.0
Schoolbook 99.4 97.4
Schoolbook bold 99.5 99.0
Schoolbook bold ital 94.9 90.2
Schoolbook ital 96.9 91.1
Wedding Text 71.5 67.6

overall % correct 95.5 93.0
% correct excluding 96.8 95.3
Hobo and Wedding Text
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ing which font group is selected and the numerical difference between font style coefficient

values and font group coefficient values. The normalized cumulative difference is then

subtracted from the font group coefficient values. This cumulative difference approaches

0.0 as the number of passes increases. It was determined that in just two training passes,

approximately 98% of the total cumulative difference values could be obtained. Therefore,

on the third pass, the entire 1000 words are used for nearest neighbor calculations.

Table 35 is developed using the top 1000 words with a 3 x 3 harmonic search space.

The transform coefficient values for any font group which is used less than 10 times during

the 200 training passes is energy normalized to 10% of its value. This is done because the

transform becomes too specialized if the number of samples is too small ( 10). Normalizing

the transform's energy prevents over-specialization of the font groups.

Table 36 is a composition of varying harmonic values used with this new technique. It

is combined with the results of Table 14 section 4.2.4 and also excludes using the Wedding

Text font style. Improvements are greatest in the lower harmonic terms. When input

information (number of coefficients) is low, the transform makes a greater improvement

over the conventional algorithm. When information increases, the benefits of the transform

values on each font group is reduced.

Two important ideas evolve here. First, using a subset of the top 1000 words gives

transform values that will improve all of the distance calculations between font style and

font groups. Put another way, analyzing how a font style differs between a font group

for a few particular words will improve its ability to recognize all other words. The pro-

gram learns to recognize the overall characteristics of a particular font style and not just

individual letter characteristics.

The second idea is that smaller harmonic groups can be used to obtain performance

levels of larger harmonic groups. The reduction of input data (number of coefficients)

can b ag~mented 1tho Ught a L sfr m se to arcsults equivalent to an increase in

input data. Essentially, it is doing more with less through the use of the transforms by

preprocessing the information.
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fable 35. Learn Font Groups using Special Transforms

Font Style Previous Results Lc'irn Font Groups
Avant Garde 96.3 96.5
Avant Garde bold 98.1 98.3
B:..isli 97.3 98.1
ZapIf Chancery Ight 99.6 99.7
Zapf Chancery Ight ital 99.8 99.7
Zapf Chancery med 99.9 99.8
Zapf Cliancc-r med ital 99.9 99.9
Eurostile Cc .6 99.6
Earostile bold 100.0 99.9
Gara-mound bold 99.9 99.9
Garamound bold it,, 99.4 99.4
Caramouna ital 99.6 99.5
Gill Kayo 99.8 99.6
H-lena Script 97.5 97.8
Hobo 93.3 96.7
.3anson 100.0 100.C

~Meg;. -ni bold 100.0 100.0
Me-arc.,- bold Ital 99.9 99.8
Megaron med 100.0 100.0
ivegaron medl ital 99.7 99.7
Scholhook 100.0 100.0
Schioclbook bold 100.0 100.0
Schoolbook bold ital 99.3 99.8
Schoolbook ital 99.4 99.7
Wedding Text 76.5 75.8
overall % correct, 9S.1 98.4
excluding Wedding Text 99.0 99.3
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Table 36. Ilarmonic Variations for Learned Font Groups using ')ecial Transforms

Horizontal Harmonics

1 2 3 4 5

1 68.3/73.2 92.2/93.7 95.8/97.8 98.4/* 98.6/*

2 85.2/* 96.5/97.2 98.9/* 99.4/* 99.5/99.6

Vertical 3 87.5/* 97.1/* 99.0/99.3 99.5/* 99.6/*

Harmonics 4 88.5/* 97.3/* 99.1/* 99.5/* 99.6/99.6

5 88.4/* 97.3/* 99.0/* 99.5/* 99.6/*

(Table 14 results/algorithm using transform)
(,) - not calculated.

4.3.3 Look Three Ways. The final attempt to achieve 100% for the top 1000 words

using the 6 font group case is to capitalize on the fact that different ha,-monic groups (i.e.

1 x 3, 2 x 5, ect.) produce different errors. Even though the overall percent correct for the

2 x 5 harmonic case is equivalent to the 4 x 4 harmonic case, the individual errors are not

all tile same. Three separate harmonic groups are chosen to be as different -.- possible.

This is done by dividing the 121 total coefficients possible (the 5 x 5 case contains 121

coefficients) into three separate groups. Each group is required to achieve a minimum

overall percent correct of >95%. To accomplish this, some over lapping between the three

groups is necessary.

Ten 3 group cases were tested. Two of the ten are selected for discussion. They

are not necessarily the best performers, but they give an overview as to what happened.

Figure 14 shows the first case of three harmonic groups used to select a best neighbor for

the top 1000 words using the 6 font group case for each.

The overall percent correct for the algorithm using the combined Figures 14a, 14b,

and 14c for the top OO0 words with the 6 font group case is 98.7% with and 99.5% without
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V HORIZONTAL---> -4 -3 -2 -1 0 1 2 3 4
E

R I -4 * * * * * 4 * * *

TI (*)-signifies -3

I I coefficients used. -2 * * * *

CV -1 ** **

A 01* * **

L +1 * * * *

+21* * * *

+3 *********

+4 *********

[a] : (4 x 4) - (2 x 2)

-4-3-2-1 0 1 2 3 4 -4-3-2-1 0 1 2 3 4

-4 -4 *****

-3 -3 *****
-2 I * * * * * * * * -2 * * * * *

01* ** *** * 0 *****

+11 * * * * +1 * ***

+21* * * * * * * * * +2 * * * * *
+3 +3 * * * * *

+4 +4 * * * * *

[b) : (2 x 4) Cc] : (4 x 2)

number of agreements:
[a] vs [b] = 24323 out of 25000 possible.

(a] vs [] = 23731 out of 25000 possible.

[b) vs [c] = 24021 out of 25000 possible.

number of none agreements between all three:

[a] != [b] != [c) == 253 out of 25000 possible.

Figure 14. First Three Harmonic Groups
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V HORIZONTAL---> -4 -3 -2 -1 0 1 2 3 4
E

RI -4 * * * *

T I (*)-signifies -3 * * * * *

I I coefficients used. -2 * * * *

C V -11* * * * *

A 0 * * * *

L +1 * * * * *
+2 * * * *

+3 * * * * *

+4 * * * *

[a3 : (4 x 4) - (evens terms)

-4 -3 -2 -1 0 1 2 3 4 -5 -4 -3 -2 -1 0 1 2 3 4 5

-4I* £ * * * -4 I
-3 * * * * -3 I
-21* * * * * -2 I * * * * * * * * * * *
-1Ii * * * * -1 * * * * * * * * * * *

01I* * * * * 0 I * * * * * * * * * * *

+1 j * * * * +1 I * * * * * * * * * * *

+21* * * * * +2 I * * * * * * * * * * *
+31 * * * * +3 I
+4 * * * * +4 I

[b] : (4 x 4) - (odd terms) Cc) : (2 x 5)

number of agreements:

[a] vs [b] = 23978 out of 25000 possible.
[a] vs (c] = 24289 out of 25000 possible.
(b] vs (c] = 24362 out of 25000 possible.

number of none agreements between all three:
[a]= M != [c3 == 201 out of 25000 possible.

Figure 15. Second Three Harmonic Groups

the Wedding Text font style. Seven out of 25 font styles produced 100.0% correct. Eight

out of 25 font styles produced 99.8 to 99.9% correct. The result is a slight increase (0.1%)

in overall percent correct from the 2 x 4 harmonic group case, Figure 14b, by itself.

The second three harmonic group case is shown in Figure 15. The overall percent

correct for the algorithn, using the combined Figures 15a, 15b, ..nd 15c for the top 1000

words with the 6 font group case is 98.8% with and 99.6% without the Wedding Text

font style. Ten out of 25 font styles produced 100.0% correct. Seven out of 25 font styles

produced 99.8 to 99.9% correct. The result is again a slight increase (0.1%) in overall

percent correct from the 2 x 5 harmonic group case, Figure 15c, by itself.

The final result is: to get harmonic groups Niich have >95% percent correct and are
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completely unique in the coefficients they use is not possible. Some overlapping of harmonic

groups is required. If the restriction of being >95( is removed then three unique harmonic

groups can be obtained, but their overall percent correct is never >99.7%. The combined

percent correct is always better than any of the three groups individually, but it never

achieves 100.0% correct.
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V. Conclusion

The original algorithm used in my Master's thesis (13) clearly demonstrates the

ability to recognize an entire word as a single symbol using the lower harmonics of its

Fourier transform. These lower harmonic coefficients provided a fcature space in which to

categorize each image of a word. The difference between the coefficients establishes a basis

for chosing similar and nonsimilar images. The algorithm is shown to be deficient though,

in section 4.1, because it does not perform well with a large vocabulary. As the number of

images within the vocabulary grows, processing time becomes excessive and performance

drc, eses rapidly. The algorithm does display the unique property of identifying whole

words as single symbols, but for use as the algorithm of a reading machine, it is marginal

at best.

The solution to the vocabulary problem is solved with the use of font groups. The font

groups are created by averaging the individual Fourier coefficients from similar fout styles.

The coefficients are oliginally energy normalized in Fourier space to plot on the surface

of an n dimensional hypersphere. The averaging within the font groups was accomplished

for each coefficient individually, and all coefficients are assumed to be orthogonal to each

other. Averaging was performedi using a simple cvmbined average ( I c, where c,

represents the Zt Fourier coefficient for each word and the case where the are n font styles

in the font group). These font groups, therefore, make up the decision or output space,

and the font styles make up the input space.

The variance within a font gro:ip for a particular word is computed from the (Ml)

distance between the average and an indi, idual font style. The distance between two 1bnt

groups is the distance between the location of one average to the other. The use of font

groups ib superior to the original algorithm proposed in my Master's tlhesis because the

average distance between font groups is greater than the variances within a font group.

Without font groups, the area enccimpassing all the locat:Aons alon.g the n dimensional

suifact for a paldticular word (each loci tion represents a particular font style) boardei-s the

area encompassing all thQ location-a of another particular word. When a. location to location

distance calculation is made, as in tlie original algo: It 'ln (section 4.1), thve individual words
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a b b b

a B
a A a b

a a

a b

a = localon of the word 'one In a partioular font style

A = cenrold or average of all a's

b = location of the word 'own' In a particular font style

B = centrold or average of all b's

Figure 16. Two Dimensional Representation of an n Dimensional Surface

are sometimes closer to an alternate word that is along the boarder of its area, than the

same word in a different font style. But by using font groups, the nearest neighbor is

defined to be the location of the centroid of the area. For a simplistic two dimensional

draving of this explanation see Figure 16.

Notice in particular the three a's and the three b's in the center of the Figure 16.

If the original algorithm, section 4.1, is applied, then the nearest neighbors are not the

same words (i.e., a and b are closest). However, if the algorithm used in section 4.2 is

applied, then the nearest neighbor of a particular word (a or b) would be the centroid of

its area (A or B), and the nearest neighbor is then chosen to be the same word (i.e., a

points to A and b points to B). This is the basis of my claim that the images of a particular

word in different font styls will cluster on the surface of an n dimensional hypersphere in

Fourier space. The centroid, A or B, which is the average of a paiticular cluster, defines
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the coefficient vaiues of a particular word in a single font group. When the area of a cluster

becomes too large, with respect to the total number of clusters and their composition, the

cluster should be split. This is represented in section 4.2.1 by increasing the number of

font groups to define the output space.

Both printed and cursive text styles cluster in Fourier space. This is why the algo-

rithm, section 4.2, is capable of recognizing both types of fonts. Block versus italicized,

or, plain versus ornate, are capable of being recognized. The Ml distance rule, section

4.2.2, is currently the best (empirically determined) algorithm for chosing a match for an

input word. Even though the coefficient values were created and energy normalized using

euclidean space, the distance algorithm performs best using M1 space.

Noise in the input image is associated with a greater distance from a particular word's

font group centroid (distance between the a's and A in Figure 16). However, because the

distance between an individual word (a) and its font group centroid (A) is less than another

nearby word's font group center (B), added noise to the input images (up to 50%) does not

adversely affect recognition. Therefore, the algorithm is substantially insensitive to the

addition of noise. In Fourier space the relative area around a centroid (A or B) versus the

distance between between centroids (A to B) provides for large input variances while still

maintaining well defined clusters for individual words. Noise and variation in font styles

have the same effect in Fourier spa:e. They both vary the location of a particular word on

the surface of the hypersphere. With too much variance, incorrect matching occurs (a's

match with B or b's match with A).

The technique used to compute Fourier coefficients in this research are scale invariant.

The algorithm is proven to be substantially insensitive to noise and is capable of handling

almost any font style, printed or cursive. Therefore, I conclude: the algorithm, as defined in

section 4.2 and 4.3, is suitable as the basis for a whole word and number reading machine.
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Appendix A. Font Styles

78



ABCDEFGH
IJKLMNOP
QRSTUVWX
YZabcedfg
hijklmnop
qrstuvwxy
z12345678

Figure 17. Avant Garde Bold Font Style

Figure 1 8. BntGrsh Foont Style

11234569

Fiue.BrusD E FG Syl

IJKLMNO



IABCDEFGH
IJKLMNOP
QRSTLIVWX
YTi a 6 c c( e f 9
I j KLMnoP

qrstttvwxy

z123456 78

Figure 19. Zapf Chancery Light Font Style

ABCDEfFG H

I Y KL M NO P
Q R3 T UV W qX
YZ a b c defg
hfii klfm nop
qrs t uvwxy
zi 2345678

90 & () %;:

Figure 20. Zapf Chancery Light Italicized Font Style
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ABCD EFG H
IJKLMNOP

Q RSTUVWX
Y Z a 6 c d( e fqgaij £L'mtop
qrstuvwxcy
z12345678

go &$ (i) op

// a' -0

Figure 21. Zapf Chancery M edium Font Style

Y Z a b c defg

q rst u vw xy

Figure 22. Zapf Chancery Medium Italicized Font Style
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ABCDEGH

QRSTUVW
YZabcdefg
hijklmrnop
q rstuv wxyzI 2345678

9 0 & $ ( ) ! %;:

Figure 23. Eurostile Font Style

ABCDEFSH
1JKLMNOP
QR STUVWXYZabcdefg

q r st u vw xy
z1 2345678
So a S ( ) ! 01;

'I, I

Figure 24. Eurostile Bold Font Style
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ABCDEFGH

IJKL M N O PQRSTUVWX
YZabc defg
hijklmnop

q rs t u vw xy
z12 345678
90&$()%

Figure 25. Garamound Bold Font Style

ABCDEFGH
!JKL.MNOP
QRSTUVWX
YZabcdefg
hijklm nop
qrstuvw 6 y

z1235)678

I€>--?

Figure 26. Gararnound Bold Italicized Font Style
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ABCDEFGH
I)KLMNOP
QRSTUVWX

YZ a b cdefg
hijklmnop

q r st u v w xy
z12345 6 78

90&$ () !%;:

Figure 27. Garamound Italicized Font Style

ABCDEFGH
EJKLMNOP
@RSTUVWXA ZjakC D E F G

hijkmnop
qrstuvwxyhzi j1345m078

9 ,,? &.

Figure 28. Gill Kayo Font Style
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6. nv , e A u~

42 . 5 6 7 3
.9 0 '7(0/ %;.

Figure 29. Helena Script Font Style

ABCDEFGH
IJKLMNOPQRSTUVWX
/Zabcdefg
hiklmnop
qrstuvwxy
z i2345678

h ij m n 

L/

Figure 30. Hobo Font Siyle
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ijklm no p
qr .s t u v w xy

z 1234567

Figure 31. Janson Font Style

A BC DE F GH

q r st uv w xy

9 0 & $ % /

Figure 32. Megaron Bold Font Style
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ABCDEFGH
IJKLMNOP
QRSTUVWX
YZabcdefg
hilklm nop
qrstuwxy

,,-

Figure 33. Megaron Bold Italicized Font Style

ABCDEFGH
IJ KLMNOP
QRSTUVWX
Y.Zabcdefg
hijklrnnop
q rstuvwxy
z1 2345678

-"I"

Figure 34. Megaron Medium Font Style
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A BC DE FG H

h ijiklIm flo p

z 1 23 45 67 8

/ 0 &*

Figure 35. Megaron Medium Italicized Font Style

A B CDE FG H
I J KL MNO0P
Q RS TU VW X
YZ ab cd e fg
h ij kIm n op
q rs t uv w xy

Figure 36. Schoolbook Font Style



ABCDEFGH
IJKLMNOP
QRSTUVWX
YZabcdefg
hijklmnop

rstu4 678

Figure 37. Sclhoolbook Bold Font Style

ABCDEFGHIJKL MN OP
QRSTUVWXYZ a b c d e fg
h ijk Im nop

q r st uv w xy
z 1 23 45 6 78

Figure 38. Schoolbook Bold Italicized Font Style
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ABCDEFGH
IJKLMNOP

YZa bcdefg
hijk Imnop
qrstuvwxy
z12345678
90&1()!%;:

Figure 39. Schoolbook Italicized Font Style

rt u la ax
z12345678

13 & T a /j ;

Figure 40. Wedding Text Font Style
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Appendix B. Computer Program for Learning Font Groups
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title: dn6lnlm.c
< lfm -- learn new font - creates transform matrices for

each input font, to be used with each font group.
This uses 2nd harmonic vertically and 3rd harmonic horizontally.
This program uses the coefficient data and computps the

average of the coefficient values for 6 types of fonts.
Length of the test word is the first distinguishing

deliminator. The table of number of letters
vs. possible matching word lengths, is as follows:

Assumed length Possible Matches
1 1-2
2 1-3
3 2-4
4 3-5
5 4-7
6 4-8
7 5-10
8 and up 6 and up

by : Mark O'Bair 3 Jul 90
eeeeeeseeee*.**..e*e*eseee****e****eeeeeee********.eee****ee***ee**/

*include <stdio.h>
*include <math.h>

*define NULL 0
idefine ORDER 5
*define FILTER 11
$define BLOCK 1000
#define lUI tOUTS 25
#define IUMWORDS 1000
*define MAXEITR 25000
#define fabs() ( ((n)<O) ? -(n) : (n))
$define pi 3.14!5926535897932384626433

double **coeff-a,*coeff-b,**coeff-c,**coeff-d,*scoeff-e;
double **coeff-a2,*ecoeff.b2,**coeff-c2,*ecoeffjd2,e*coeffe2;
double **coeff.f,**coeff.g,*dist;
double **coeff.f2,**coeff-g2;
int *name;

main()

{

char *font.style[35],fqword[50J,character,*inputwd,*fqwords[NUNWORDS+1J;

int i,j,k,l,m,n,nn,x,y,w,len.i,len.j,flag.j,ord.y,num;
int ww,yy,len,nam,degree,degreev,count,countsub,lop,size.arry;
int cnt[6] ,startv,finishv,starth,finishh,font,flagloop,jmax;

double diss,dis,dissa,dissb,dissc,dissd,disse,dissf;
double mean,mag,stdd,temp,trans[IUMFOITC][FILTER*FILTER];

unsigned long ptr-position[30J;

FILE *fquord-ptr,*coeff.ptr,*distptr,*dist.wds.ptr;,
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dere =******1; *s**t******* dge stefleing amo*******which*takes **place

degreev = ; I.. degree is the filtering amont which takes place e

size..arry = sizeof(double)si21;
startv ORDER - degreew;
starth = ORDER - degree;
finishv = ORDER + degreew;
finishh = ORDER + degree;

if ((coeff..ptr = f open Cco eff icient s-.311, "r.) NULL)

printf(tCan't open 'coefficients.3) for input.\n'9;
exit (1)

if ((fqword-ptr =f open(Of requords".'r')) NULL)

printf("Can't open 'FREQWORDS' for input.\n");
exit(1);

/eeeeseeeee~e*allocate space for fqwords ********/

for Ux=O; x<IUNVORDS; x++)

fscanf(fqword.ptr,%s",fqword); /4* get word from freqwords*/
inputwd =fqword;
len =strlen(inputwd); fefind length of 'inputwd' e

if ( (fqwordstx] (char *)calloc~len+i ,sizeof (char))) ==NULL)

printf('Error! can't allocate enough memory for fqwords\n");
exitO;

strcpy(fqwords~x) ,fqword);

) /** end NUNWORDS loop /

fclose(fqword.ptr);

j0O;
/************* allocate space for coeff..a e**e****

if ( !(coeff..a = (double **)calloc(BLOCK+I,sizeof (double *) ) j=1;
for Ui0; i<BLDCK; i++)
if ( !(coeff..a[iJ (double *)calloc(128,sizeof(double)) )) j1;

if(j)

printf(QError! can't allocate enough memory for coaff..a\n");
exitO;

/eee~ee*.4*~e*allocate space for coeff..a2 *e*****~*

if ( !(coeff-.a2 = (double **)calloc(BLOCK+i,sizeof (double II)) )) j=1:
for U=0; MUBLCK; i++)
if ( !(coeff..a2[i) (double *)calloc(128,sizeof("'-ble)) ) j;
if(j)

printf('Error! can't allocate enough memory for cu.jff-a2\n");
exito;

/ee~eee***eee* allocate space for coeff-.b *********

if ( !(coeff-b = (double **)calloc(BLOCK+1,sizeof(double 0)) )) j=1;
for (i0O; i<BLOCK; i++)
if ( !(coeff..bri) (double *)calloc(128,sizeof(double)) )) j;
if (j) P

printf("Error! can't allocate enough memory for coeff-b\n');
exit(5;



/aeee*****e*** allocate space for coeff..b2 *****~~e*
if ( !Ccoeff..b2 =(double **)calloc(BLOCK+1,sizeof (double e) ) j=1;
for (i0O; i<BLOCK; i++)
if ( !(coeff-b2[iJ (double e)calloc(128,sizeof(double)) )) j1;
if(j)

printfQ"Error! can't allocate enough memory for coeff..b\n");
exitO;

/a~ee.....*..eallocate space for coeff..c *****4**

if ( !(coeff-.c =(double **)calloc(BLOCK+1 ,sjzeof (double e) ) j=1;
for (i0; i<BLOCK; i++)
if ( !Ccoeff-.c~i) = (double *)calloc(128,sizeof(double)) ) j;

if (j)

printf("Error! can't allocate enough memory for coeff..c\n');
exito;

/***eeee.**se*allocate space for coeff..c2 *********

if ( !(coeff-c2 =(double **5calloc(BLUCX+i,sizeof (double *))j=1;
for Ci=O; i<BLOCK; i++)
if C !(coeff..c2[iJ (double *)calloc(128,sizeof(double)) P j;
if(j)

printf("Error! can't allocate enough memory for coeffc2\n');
exitO;

/.e~**..e~ee*.allocate space for coeff..d ******e**
if C !Ccoeff..d = (double *s)callocCBLGCK+1 ,sizeof (double s)) )) j=1;
for (i0O; i<BLOCK; i++)
if ( !(coeff-.d~iJ (double *)calloc(i28,sizaof(double)) P j;
if j)

printf("Error! can't allocate enough memory for coeff-.d\n);
exitO);

/************* allocate apace for coeff..d2 *~~~~~~es
if ( !(coeff..d2 =(double **)calloc(BLOCK+,sizeof (double *))j=1;
for Ci0; i<BLOCK; i++)
if C !(coeff..d2[iJ (double *)calloc(128,sizeof(double)) ) j;

if(j)

printf("Error! ca~ allocate enough memory for coeff.d2\n");
exitO;

/e~see~~e~eee.allocate space for coeff..e *********

if ( !(coeff-e = (double **)callocCBLOCK+1,sizeof (double *))j=1;
for U=0; i<BLOCK; i++)
if ( !(coeff..e~iJ (double *)calloc(128,sizeof(double)) P j;
if Ci)

printfQ'Error! can't allocate enough memory for coeft-e\n");
exitO;

/eee**e~eeee~eallocate space for coeff..e2 ee~es.e**
if ( !(coeff..e2 = (double **)callocCBLOCK+1,sizeof (double s)) )) j=1;
for (i0; MUBLCK; i++)
if C !(coeff..e2(i) (doulle eOcallocCI28,sizeof(double)) )j=1;
if (j)
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/eeeee~eee~e~eallocate space for coeff-.f e*ee**e**
if ( !(cocff..f =(double **) calloc (BLOCK+I , sizeof (double e))j=1;
for (i=O; i<BLOCK; i++)
if ( I(coeff..f[i] - (double a)lloc (128, sizeof (double)) ) j;

if (j)

printf("Error! can't allocate enough memory for coefSf\n");
exitO;

/seee~eeee.ee.allocate space for coeff..f2 ***e*.***
if ( !(coeff-f2 a(double **) calloc (BLOCK+i, sizeof (double e )j=1;
for (i0; i<BLOCK; i++)
if ( !(coeff-f2[i) = (double *)calloc(128,sizeof(double)) ))j;
if(j)

printfQ'Error! can't allocate enough memory for coeff-f2n');
exit ;

/*e~eesa~e*eseallocate space for coeff-.g e*ee***~.
if ( ! (coeff..g = (double **) calloc (BLOCR41 , sizeof (double e))j=1;
for (i0; MUBLCK; i++)
if ( !(coeff..g~iJ (double *) calloc(U128,s i zeof (double)) )) j=1;
if(j)

printfQ"Error! can't allocate enough memory for coeff..g\n");
exitO;

/e~~eeeee~e.allocate space for dist ********e**

if ( !(dist = (double *)calloc(K&IENTR+5,sizeof(double)) )) j1j;
if (j)

printf("Error! ca' allocate enough memory for dist\n");
exitO;

/ ee*.eee****allocdte space for name
if ( !(name =(mt *)calloc(K&IENTR+5,aizeof~int)) )) j=1;
if(j)

printf("Error! can't allocate enough memory for narne\n');
exitO;

font-.style (0) = "avant..garde .font";
font-.style~l =1 'avant..garde..b .font";
font-.styleE2J = brush.font";
font..style [3) = 'chancery..zapf.l .font";
font..style (4) = cliancery-.zapf-.l-.i.font";
font..style[ (5) "chancery..zapf-m.font";
font..style (6)= "chancery.zapf.m-~i .font";
font..style[7) = "eurostile .font";
font~styiu (8) - "eurost ilo..b.fornt"
font..style [9) = 'garamound..b.font";
font-.style[I(10) "garamound.bi.font";
font..style (11) = 'garamound.i .font";
font..style [12) "gill-kayo .font";
font..style [13) "helena..script font";
fon.style[14) "hobo.font";
font-style[15) = "janson.font';
font...tyle [16) "megaron... .font";
font..style (17) = "megaron-.b-i.font";
font-style[18] ='megaron-m.font'; 95
font-style (19) ='megaron-m-i .font';



font..style[20] = "schoolbook.font";
font..style [21] = "Ischoolbook.b .font";
fo~nt..style[22] = "schoolbook..b.i .font";
font..style [23) = "schoolbook.i.font";
font-.style (24] = "ueddizig.text .font";
font..style(25] ='EMPTY";
font-.style[26] ="ital";
font-.style[27J ~egal
:font..style[28J = "reg..as.g'I;
font..styleE29J = "reg..as..gs";
font..style[30J = "script";
font..style[31] = "special";

for (x0;, x<MIEITR; x++)

distfx] =20.0;
name~x] = 2S * BLOCK;

for (y=O; y<BLOCK; y++)
for WO=; k<128; k++)

coeff..a[yJ[k] = 0.0;
coeff..b~y][k] =0.0;
coeff..c[yllk] 0.0;
coeff..d[y3(k3 0.0;
coeff-.e[y]Dc] = 0.0;
coeff..fy[k] =0.0;

for (x=0; x<26; x++)

ptr..position[x) = tell(coeff..pti);
for (lop=O; lop<BLOCK; lop++)

fread(coeff..g[lop] ,size..arry,1 ,coeff-.ptr);

/*s***energy normalize based on number of coefficients used *~.**e
for (nn=0; nn<BLOCK; nn++)

nag = 0.0;
for (k(startv); k<=(finishv); k++)
for (1=(starth); 1<=(finishh); 1+)

nina k*FILTER + 1;
diss =coeff..g nn] [nun] * coeff-g[zn]J[nun);
nag += fabs(diss);

mean = sqrt(nag);
for (k(startv); k<(finishy); k++)
for (1=(starth); 1<=(finishh); 1+4)

num = k*FILTER + 1;
coeff..g[nnJ (nina = coeff-g(nn] [nus] /mean;

if ((x==3) 11 (x4) 11 (x==5) 11 (x==6) 11 (x==10) I(x==11))

for (y0O; y<ELOCK; y++)
for (k(startv); V<(finishv); k++)
for (1=(starth); 1<=(finishh); 14+)

f
num = k*FILTER + 1;

coeff..a~y] [nn] += coeff-.g[y) [nun); 96



if ((x==O) 11 (x==i) 11 (x==22) II(x=~=23))

for (y=O; y<BLOCK; y++)
for (k=(startv); k<=(finishv); k++)
for (1=(starth); 1<(finishh); l++)

rium = k*FILTER + 1;
coeff..b[y][Enum] += coeff..g[yJ fnum);

if ((x==7) 11I (x==8) 11 (x==16) 11I (x==17) 11 (x==18) 11 (x==19))

for (y=O; y<P'.OCK; y++)
for (k=(startv); k<=(finishv); k++)
for (1=(starth); 1<=(finishh); 1++)

itum = k*FILTER + 1;
coeff-c~y) (num) += coeff-g~ylfnum);

if ((x==9) 11 (x==15) !I (x==20) 11 (x::=21))

for (y0O; y<BLOCK; y++)
for (k=(startv); k<=(finishv); k++)
for (1=(starth); 1<=(finishh); I-+)

num = k*FILTER + 1;
coeff..A(y) Enum) += coeff..g~yJ Enu);

if ((x==2) 11 (x==13))

for (y=O; y<BLOCK; y++)
for (k=(startv); k<=(finishv); k++)
for (1=(starth); l<=(finishh); 1++)

f
num k*FILTER + 1;

coeff-.e~y) [num) += coeff-.g~yJ EnumJ;

if ((x==12) 11 (x==14))

for (y0O; y<BLOCK; y++)
for (k=(starty); k<=(finishv); k++)
for (1=(starth); l<=(finishh); I++)

num k*FILTER + 1;
coeff.f~yJ Enum) += coeff-g~y) Enum);

II*end x loop f
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for (y0O; y<BLOCK; y++)
for (k=(startv); k<=(finishv); k++)
for (1=(starth); 1<=(finisIh); I-+)

nun k*FILTER + 1;
coeff.a~y] (nun] = coeff..aFy] (nun) /6.0;
coeff..a2(y] (nun] = coeff..a~y] nun);
coeff.b~y] (nun) coeff..b~yJ(nun] /4.0;
coeff..b2Ey] (nun] coef-b~y] (nun];
coeff..c y] (nun]l coeff..c~y] nuxn]/6.0;
coeff-.c2 (3] (nun) = coeff..c y] (nun];
coeff-.d~y] (nun] = coeff.d~y] (nun] /4.0;
coeff-.d2(y) (nun] = coeff..d~y] [nun];
coeff-.e~y] (nun) = coeff-.e~y] [num]/2.0;
coeff-.e2(y] (nun) = coeff-.e~y] [nun);
coeff..f[y] [nun) = coeff-.f(y) (nun] /2.0;
coeff..f2(7] (nun) = coeff.f (y) (nun];

for (y0O; y<25; y++)

for (u=; nn<BLOCK; nn++)
for (k=(startv); k<=(finishv); k++)
for (1=(starth); 1<=(finishi); 1++)

nun = k*FILTER + 1;
coeff..a(nn) (nun] = coeft-a2 (nn) nun];
coeff..b~rn][nun) = coef-b2(nn) (nun];
coeff..c~nn] (nun] coeff..c2(nn] (nun];
coeff-d~nn] [nun] coeff..d2(nn) (nun];
coeff..e nn] [nun] coeff..e2 (nn] (nun];
coeff..f nn] (nun) coeff-f2 (n)(nun);

fseek(coeff..ptr,ptr..position~y) ,0);
for (lop=O; lop<BLOCK; lop-+)

fread(coeff..gDlop] ,size.arry,,coeff-ptr);

/*****energy normalize based on number of coefficients used ****.*

for (nn=0; nn<BLOCK; nn++)

mag = 0.0;
for (k=(startv); k<=(finishv); k++)
for (1=(starth); 1<=(finishh); 1++)

nun k*FILTER + 1;
diss =coeff..g~nn] (nun) * coeff..g~rnln) nu];
mag +fabs(diss);

mean = sqrt(mag);
for (k-(startv); k<=(finishv); k-+)
for (1=(starth); 1<=(finishh); 1+0)

num = k*FILTE. + 1;
coeff..g~nn] (nun] coeff..g~nn] (nun) mean;

flag-.loop =1

REPEAT:
for Wk0; k<6; k++)
for (1=0; 1<(FILTER*FILTER); 1++)

trans(k] (1] = 0.0; 98
for Wk0; V<6; k++)

cnt[k] = 0;



if (flag-~loop <= 2) /.first 2 passes are for transformation coeff's*/
imx= BLOCK/5; /epasses are limited to the first 200 words *

else
jmax = BLOCK;

for (j0; j<jmax; j++)

for (i=0; i<BLOCK; i++)

len..i = strlen(fqvords~i));
len-.j = strlen(fqvords~jJ);

flag.j =0;

if (les..j==l It len.A<3)
flag.j =1;

else if (les.j=2 it les..i<4)
flag.j =1;

else if ((es.j=3) it (len-.i>1 it len-i<S))
flag..j =1;

else if M(ln.j=4) kk (len-i>2 kk len..i<6))
flag.j = 1;

else if ((len.j==) Ut (les..i>3 it len-.i<8))
flag.j = 1;

else if ((es.j=6) kk (len.A>3 kk len..i<9))
flag.j =1;

else if ((en-.j==7) it (len..i>4 kk len.i<10)
flag.j = 1;

else if (les..j>7 it len-i>6)
flag.j = 1;

word-.y (y * BLOCK) + j
dissa = 0.0;
dissb = 0.0;
dissc = 0.0;

dissd =0.0;
disse =0.0;
dissf =0.0;

if (flagj==)

for (k=startv); k<=(finishy); k++)
for (1=(starth); l<=(finishh); 1++)

num k*FILTER + 1;
dissa. += fabs(coeff-a[i) [num) - coeff.g~j) [num));
dissb - fabs(coeff..b[i) [sum) - coeff..g~j)[sum));
dissc += fabs(cooff..c[i) [sum) - coeff-.g~j) [sum));
dissd - fabs(coeff-dli)[sum) - coef..g[j) (sum));
disse - fabs(coeff-e[i [um) - coeff..glj [sum));
dissf += fabs(coeff-.fli) [sum) - coeff-g~j] [sum));
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if (dist[word.yJ > dissa)
f

dist~word-Y3 dissa:.
name[word4J] = i + 26 * BLOCK;

I
if (dist(word.y) > dissb)

f
dist~word.y3 dissb;
name~uord..YJ = i + 27 * BLOCK;

I
if (dist~word.yJ > dissc)

f
dist(word-.y) dissc;
name (vord..y] = ± + 28 * BLOCK;

I
if (dist(word.yJ > dissd)

f
dist~wordyJ dissd;
name Eeord..YJ = i + 29 * BLOCK;

I
if (distfvord-0y > disse)

dist(wordyJ = disse;
name (word..Y) = i + 30 * BLOCK;

if (dist~uord..y] > dissf)
f

dist[vord-yJ dissf;
name~word-Y) = i + 31 * BLOCK;

1/*end if flag..j*I
1/*end i loop *

font =name~word-.y/BLOCK;

nn = (nametsord..y3 % BLOCK);

if (flag-loop ' 3)

if (font ==26)

for (ww=(startv); wv<(fi-iishv); wu++)
for (yy=(starth); yy<=(finis); yy++)

f
num =u; * FILTER + yy;
trans[oJnumJ 4= (coeff..a~nn3[num3 - coeff-.gjJ(numj);

I
Cnt (0)4+;

else if (font ==27)

fo{ v=sat) v<(iih) w+
for (yy=(starth); yy<=(finishv); yy++)

num =wu * FILTER + yy;
trans[13lnum) += (coeff..b~nnnum) - coeff..gtj](numj);

cnt (1) +;
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else it (font an 28)

for (uuu(starty); uv<'n(finishv); vg+4)
for (yyz(starth); yy~n(finishh); yy++)

f
nun - vu * FILTER + ;

trans[2J [nwn] +- (coeff..c~nnJ [nun] - coeff..gljJ nun]);
I

cnt(2] +;

else if (font =I 29)

for (uvu(startv); uv<(finishy); wg++)
for (yyz(starth); yy<=(finishh); yy++)

nun vu * FILTER + y

tran3[3](numJ += (coeff..d[nn][nun] - coeff-glj)[nun]);

cnt [3] +;

else if (font - 30)

for (ss=(startv); vv<=(fjnishv); ss++)
for (yyx(starth); yy<=(finishh); 77+4)

nun vuw * FILTER + ;

trans [4] [nun] +- (coeff..e[nn] [nun] - coeff-.g[j] (nun]);
I

cnt[4]++;

else if (font -= 31)

for (vu(startv); vv<=(finishv); vw++)
for (yy-(starth); yy<(finishi), 774+)

nun vu * FILTER + yy;
trans [5][nun] += (coeff..f[nn] [nun] - :oeff..g[j] [nun]);

cnt (5)4+;

I/eend if flag-.loop e

}/eend j loop /

f or (yy=O; yy<6; yy44)

if (cnt~yy] >= 10)

diss =cnt~yy]/1.0; /*scale transfer function l
for (u,:0; wuc(FILTER*FILTER); vv+4)

trans [yy) (w]- tr&As~yy] [uvldiss;

else if (cnt~yy] > 0)

diss - cnt[yyl*10.0/1.0; /escale transfer function /
for (su=O; vv<(FILTER*FILTER); vw++)

trans [yy [vi = trans [jy] Evi] /diss;

else
for (vv=O; iw(<(FILTER*FILTER); wv4+)

trans (yy] (wa] = 0.0;
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for (uv=O; vu<BLOCK; ww++)
for (yy=(startv); yy<=(finishv); yy++)
for (nn=(starth); in<=(finishh); nn++)

num =yy*FILTER + nn;
coeff..a[vv) [numj - trans [0][numJ;
coeff..b [v)[num) - trans El) [nine;
coeff..c [iv][nine) - trans [2) [num);
coeff-[ww[numj - trans[3J [nine);
coeff..e Evi) [num) - trans [4) [nusJ;
coeff..f [vi) Enine) -~ trans [S] [num);

if (flag.loop<3)

flag.loop++;
goto REPEAT;

I/*end y loop I

Print out the nearest neighbor for each word

if ((dist-ptr = fopen("result s/d6lnfm..3.2-In' , "all)) NULL)

printf('Can't open I'result s/d6lnfw..3.2-In I for input.\n");
exit(l);

if ((dist..ds..ptr =fopen ("ords/d6lnfm..3.2-n..ds, "all)) ==NULL)

printf ("Can't open 'iords/d6bfm..3.2-ln..ds' for input .n");
exit(1);

fprintf(dist..ptr,'\nFONT GROUP = 6norm lnfm SPICING = +3
HARMONICS USED = %d(vert) %d(horz)",degreev,degree);

fprintf(distvds.ptr,\nFONT GROUP = 6norm Infm SPACING =+3
HARMONICS USED = %d(vert) Wdhorz)",degroev,degree);

count = 0;
for (x0O; x<MAXENTR; x++)

k = (x %~ BLOCK);
1 = (naine~x) % BLOCK);
if (k == 1)

count++;

diss = count*1OO.O/NAXENTR;
fprintf(dist.ptr,"\n\nTop choice is %S.lf percent correct overall\n",diss);
fflush(dist..ptr);
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i=0;
count = 0;
for (x=O; x<MAXEITR; x++)

{
i x/BLOCK;
if (i<24)

{
k = (x % BLOCK);
1 = (name (xJ . BLOCK);
if (k == 1)

count++;
}

}
diss count*IOO.0/(MAXETR-(I*BLOCK));
fprintf(dist.ptr,"\n\nTop choice is Y,5.lf percent correct excluding wedding font\n",diss);
fflush(distptr);

i = 0;
count = 0;
for (x=O; x<MAXENTR; x++)
{
k = (x .BLOCK);
1 = (name~x] %. BLOCK);
if (k == 0) /** beginning of particular font **/

count = 0;
if (k == 1) /** record if a match is found **/

count ++
if (k == (BLOCK-i)) /** end of particular font **/{

diss = count/10.0;
fprintf(dist-ptr,"\n%.6.If percent correct for .s',diss,font-style[i]);

yy = (i/BLOCK) * BLOCK;
mean = 0.0;
for (u=wO; aw<BLOCK; ww++)

{
nn = yy + uw;
mean += dist [n];

}
mean = mean/BLOCK;
stdd = 0.0;
for (ww=O; uw<BLOCK; ww++)

{
nn = yy + vw;
temp = (mean - dist[nn));
stdd += (temp * temp);

I
stdd = stdd/BLOCK;
stdd = sqrt(stdd);
fprintf(dist.ptr,"\n mean = %6.2f standard dev = %5.2f",mean,stdd);

fflush(dist.ptr);

} /.* end if k **/
} /** end x loop **/

fprintf(dist.ptr ,"\n");
fflush(distptr);

/ c*$cc$**$ *$$c..$cc$$$$$$c$$$c$ $$$$$c$. $cc*cc$$$$$** **$c~s~ccic*$*$$$$$*$1/
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y = 0;
for Cm:0; mCMAXEITR; m++)

i = (m '. BLOCK);
narn = (nacem) % BLOCK);
n =name~mj/BLOCK;
if Ci ==0)

fprintf(dist..uds-ptr, "\n\n.%ses" ,font..styleEyJ);

if Ci !=nam)

fprintf~dist-ds-ptr, "\n~d\t%s", i+1 fqwords [iJ)
fprintf~distswds..ptr,2\t %s %s X6.3f" ,fquordsfnam] ,font-styletn) ,dist~mj);

fprintf~distsds.ptr, "Vi");
fflushdist-sds.ptr);

fclose~dist..ptr);
fclose~distsvds.ptr);

I/*end main./
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Appendix C. The 5000 Most Popular Words in English

The following are the 5000 most popular words in the English. They are listed in

order of occurrance in English text with the being the most popular, number 1, and lover

being number 5000.[15]

the of and to a in that is was he for it with as his on be at by i this had not are but

from or have an they which one you were her all she there would their we him been has

when who will more no if out so said what up its about into than them can only other new

some could time these two may then do first any my now such like our over man me even

most made after also did many before must through back years where much your way well

down should because each just those people mr how too little state good very make world

still own see men work long get here between both life being under never day same another

know while last might us great old year off come since against go came right used take

three states himself few house use during without again place american around however

home small found mrs thought went say part once general high upon school every don't

does got united left number course war until always away something fact though water

less public put think almost hand enough far took head yet government system better set

told nothing night end why called didn't eyes find going look asked later knew point next

program city business give group toward young days, let room president side social given

present several order national possible rather second face per among form important often

things looked early white case john become large big need four within felt along children

saw best church ever least power development light thing seemed family interest want

members mind country area others done turned although open god service certain kind

problem began different door thus help sense means whole matter perhaps itself it's york

times human law line above name example action company hands local show five history

whether gave either today act feet across past quite taken anything having seen death body

experience half really week car field word words already themselves information i'm tell

college shall together money period held keep sure probably free real seems behind canrot
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